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ABSTRACT

This paper is the fourth in a series of Law Commission of Ontario (LCO) Issue Papers considering the use of artificial intelligence (AI), automated decision-making (ADM), and algorithms in the Canadian civil, administrative, and criminal justice systems. This paper considers the role and impact of AI-driven probabilistic genotyping technology to generate evidence used in the criminal justice system.

Probabilistic genotyping (PG) is the use of artificial intelligence algorithms to analyze DNA samples collected in police investigations or criminal prosecutions. The overarching concern of this report is to examine whether and how AI-driven technologies like PG can continue to meet the high standards of due process, accountability and transparency, and fundamental legal rights demanded by the Canadian Charter of Rights and Freedoms and, by extension, the criminal justice system.

The data and data science used at every stage of AI and algorithmic decision-making have human rights, equity, due process, and access to justice consequences. These tools often have built-in and largely hidden biases and discriminatory inferences in their decision-making. While appearing scientific, objective, and authoritative, they may be unreliable and invalid. Failure to study, understand, and regulate these tools can have significant system-wide and individual repercussions. Absent proper scrutiny, process, and legislation, there is a risk that AI tools, including PG DNA algorithms, will worsen racism in Canada's justice system, and put access to justice further out of reach for many Ontarians. Unequal access to participation in decision-making about data and technology can further entrench existing biases and inequality. Reliance on AI tools, like PG DNA algorithms, may provide what appears to be infallible and reliable scientific evidence against individuals who are factually innocent. Because of the well-established over-representation of low income people and members of racialized and Indigenous communities in the criminal justice system, those most likely to face PG DNA evidence will often be those least likely to be financially resourced to challenge it. Absent proper scientific study, regulation, enforcement of relevant Charter rights, and due process protections, PG DNA evidence may lead to wrongful convictions. This concern is likely to disproportionately impact on communities that already suffer from systemic discrimination in the justice system and Canadian society at large.

For these reasons, this report makes the following recommendations:

1. Statutory Amendments focused on the use of PG DNA analysis as evidence:
   a. Prescribing limits on the admission of AI-generated evidence
   b. Codifying presumptive inadmissibility in the absence of strict scrutiny
   c. Amendments to Criminal Code provisions applicable to expert evidence
   d. Amendments to Evidence Act provisions applicable to electronic documents

2. Statutory Amendments focused on enhancing systemic transparency and accountability:
   a. Modernizing Canada’s system of oversight governing the collection, use, retention, and sharing DNA information within police investigations and criminal proceedings
   b. Enacting regulations requiring transparency and accountability with respect to algorithms that will be used for criminal justice purposes, including openness of source code and source code review

3. Practices and Training, including:
   a. Establishing prosecutorial guidelines concerning the use of PG DNA evidence in criminal proceedings
   b. Developing access to training programs for all justice-system participants
4. Review of legal aid programs to identify and remedy gaps in policies and budgetary constraints

5. Further Research and Evaluation, including:
   a. Researching and evaluating PG DNA methods and their potential for bias
   b. Evaluating human rights and ethical concerns surrounding the use of DNA phenotyping in criminal investigations
   c. Evaluating the scope of existing Charter rights to ensure that fundamental rights and freedoms apply with equal force in circumstances where AI-generated evidence is used in criminal investigations and proceedings
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I. INTRODUCTION

This paper is the fourth in a series of Law Commission of Ontario (LCO) Issue Papers considering the use of artificial intelligence (AI), automated decision-making (ADM), and algorithms in the Canadian civil, administrative, and criminal justice systems. This paper considers the role and impact of AI-driven probabilistic genotyping technology to generate evidence used in the criminal justice system. The LCO’s first Issue Paper, *The Rise and Fall of AI and Algorithms in American Criminal Justice: Lessons for Canada*, looks at AI and algorithmic tools that aid criminal courts in pretrial custody or bail decision-making. The LCO has also released Issue Papers addressing AI regulation and government development of AI systems. A fifth LCO Issue Paper, considering the use of AI and algorithms in civil and administrative justice, will be released later in 2021.

What are algorithms, automated decision-making, and AI?

The AI Now Institute defines algorithms and AI as follows:

“An Algorithm is generally regarded as the mathematical logic behind any type of system that performs tasks or makes decisions… Artificial Intelligence (AI) has many definitions, and can include a wide range of methods and tools, including machine learning, facial recognition, and natural language processing. But more importantly, AI should be understood as more than just technical approaches. It is also developed out of the dominant social practices of engineers and computer scientists who design the systems, and the industrial infrastructure and companies that run those systems. Thus, a more complete definition of AI includes technical approaches, social practices and industrial power.”

The difficulty of defining AI and algorithms has been noted by many. The focus of this report is on probabilistic genotyping, which uses AI that operates as a predictive model or tool. In this paper, the LCO will use the phrases “algorithmic decision-making” and “AI” to describe this range of technologies.

The LCO’s Issue Papers provide an important “first look” at the potential use and regulation of AI and algorithmic technologies in Canadian justice systems. Each paper identifies a series of important legal, policy and practical issues and choices that Canadian policymakers and justice system stakeholders should consider before these and other AI technologies are widely adopted in civil, administrative and criminal law contexts across Canadian jurisdictions.

The LCO’s research and consultations in this area draw heavily from the international experience with these systems, particularly in the United States and the European Union. This experience provides both insights and important lessons for Canadian policymakers and justice system stakeholders.
The primary authors of this report, Jill R. Presser and Kate Robertson, are both practicing criminal defence lawyers with active practices and experience litigating at all levels of courts in Canada. Both are actively engaged with, and have experience in, litigating at the intersection of emerging technologies and the law.3

The litigation perspective is extremely important to the analysis of probabilistic genotyping (PG) tools in Canadian criminal justice, which is the specific subject of this report. As litigators, the primary authors have endeavoured to bring to it a practical and realistic view of how PG is being (and will likely be) used in Canadian criminal courts.

One of the benefits of litigation is that it can expose the flaws and legal uncertainties of new technologies. This has been evidenced across North America where new AI and algorithmic tools in both criminal and civil justice systems have been heavily litigated with dismaying results: the exposure of systemic flaws including inaccuracy, unreliability, unintended biases, opacity, lack of explainability, data illiteracy, automation bias, etc.4 The common theme that emerges from all litigation is that AI and algorithmic tools were introduced prior to serious discussions about proper guardrails governing their use. Regulation by litigation is not a sufficient answer to the challenges and risks posed by these systems. Proactive regulation is required.

The specific litigation case study of this paper is probabilistic genotyping (PG). PG uses artificial intelligence algorithms to analyze DNA samples collected in police investigations or criminal prosecutions. Such samples may not be sufficiently pristine, intact, or distinct to generate the singular genetic fingerprint needed for a definitive “match.” Samples collected from victims, weapons, objects or places often consist of a cocktail of incomplete or fragmentary DNA from any number of different sources. PG is used to analyze DNA samples that could not otherwise be analyzed or would not otherwise yield information that could be used. The ability to identify, differentiate and correlate a specific sample to a specific person is often then a question of likelihood or probability based on more general traits and the relative “signal-to-noise” ratio of the sample itself. PG technologies use sophisticated statistical algorithms and AI-driven pattern recognition in the attempt to better hone legally relevant inferences from these kinds of probabilistic DNA samples. In turn, these inferences may be admitted into evidence as part of a criminal prosecution and may ultimately lead to a conviction. Where PG DNA tools are not scientifically valid or accurate, or the limits of what they can tell us are not well understood by justice system participants, they may contribute to wrongful convictions or exonerations.

This report is intended, in part, to answer the following related questions about PG:

1. How are Charter, due process, and common law rights affected by these tools and what do the Charter, due process, and the common law say about these tools?
2. What statutory, regulatory, evidentiary, or other changes are necessary to ensure that any use of PG DNA tools complies with law and to protect access to justice?

It is important to ask these questions now because AI-driven technologies are spreading rapidly in the legal world.

PG tools are in widespread use across North America and in other parts of the world.5 They are extremely significant for the purposes of this report because they are the first artificial intelligence tools in regular use in the criminal courts in a number of Canadian jurisdictions.6 They also purport to generate positive evidence that goes to guilt or innocence. As a result, ensuring the accuracy and reliability of evidence that comes of out of PG is essential to ensuring that justice is done in individual cases.7
For these reasons, PG tools present an imminent need for critical review and challenge. As explored in LCO’s forward-looking companion paper on AI and bail, algorithmic risk assessment tools are not yet in widespread use in criminal justice in this country. They purport to generate risk prediction profiles, but not actual evidence that goes directly to whether an accused should be convicted or acquitted. This stands in sharp contrast with PG tools that are in widespread and regular use in this country, and which do aim to produce potentially very inculpatory evidence. And yet, while algorithmic risk prediction in bail and sentencing has been studied and challenged, PG as been largely overlooked.8

The novel introduction of AI-driven and probabilistic technologies introduces a new set of procedural and evidentiary ambiguities which may be too easily glossed over or simply unknown. This can undermine the integrity of the criminal justice system if issues unique to these technologies are not clearly identified, problematized and effectively communicated to—and understood by—accused, advocates, prosecutors, and adjudicators alike.

Some of the issues discussed in this paper will likely be familiar, such as well-known “black box” criticisms of algorithmic decision-making, the challenge of explicability, and concerns for biases ingrained in datasets. This paper also considers how legal, technical and operational choices about AI and algorithms can affect bias, due process, access to justice and the fairness of government and justice system decision-making.

Other topics are likely to be new or unfamiliar. Any new technology that purports to generate potentially inculpatory evidence should be carefully reviewed for reliability and accuracy. PG is no exception to this rule. All the more so because it may actually raise particular reliability and accuracy concerns:9

For example, it is difficult for defence counsel to obtain meaningful disclosure of how these tools work, which limits counsel’s ability to evaluate or challenge them. This is because in most cases, developers/owners assert that their PG programs are proprietary trade secrets that they cannot or will not disclose.10

Moreover, the DNA evidence generated by PG is often confidently received by judges and juries, possibly because it benefits from the positive halo associated with the infallibility of science. It appears to be methodical, evidence-based, and immune from the individual and unpredictable judgments of subjective human actors. In other words, PG tools appear to be objective and authoritative.11 This appearance can be deceiving. PG, like all tools built and operated by humans, is susceptible to error.12 Cognitive bias may affect the reliability of forensic scientific evidence.13 Subjectivity can also get baked into the way an algorithmic tool is built, or may come in through the assumptions of the particular analyst operating it.14

Finally, as discussed at length in LCO’s companion paper on bail, all AI tools are prone to algorithmic bias. Unreliable, inaccurate, or biased PG DNA evidence that goes unchallenged or is uncritically received in evidence may work great injustice. Litigators would be well advised to avoid such miscarriages of justice by seeking meaningful disclosure, educating themselves, retaining relevant experts, and where appropriate, challenging the admission of PG DNA evidence.
II. ABOUT THE LCO

The Law Commission of Ontario (LCO) is Ontario’s leading law reform agency. The LCO provides independent, balanced and authoritative advice on complex and important legal policy issues. Through this work, the LCO promotes access to justice, evidence-based law reform and public debate.

LCO reports are a practical and principled long-term resource for policymakers, stakeholders, academics and the general public. LCO’s reports have led to legislative amendments and changes in policy and practice. They are also frequently cited in judicial decisions, academic articles, government reports and media stories.

This report is part of the LCO’s ongoing *AI, ADM and the Justice System* project. The first phase of this project brings together policymakers, legal professionals, technologists, NGOs and community members to discuss the development, deployment, regulation and impact of AI and algorithms on access to justice, human rights, and due process. The LCO’s project considers this technology in both the criminal and civil/administrative law justice systems. Completed initiatives within this project include:

- LCO/Ontario Digital Service Workshop;\(^{15}\)
- *The Rise and Fall of Algorithms in the American Justice System: Lessons for Canada*;\(^{16}\)
- *Regulating AI: Critical Issues and Choices.*\(^{17}\)
- LCO Forum on AI and ADM in the Civil and Administrative Justice System;\(^{18}\)
- LCO Forum on AI in Ontario’s Criminal Justice System (with The Citizen Lab, Criminal Lawyers Association and the International Human Rights Program, Faculty of Law, University of Toronto);\(^{19}\)
- *AI, Automated Decision-Making: Impact on Access to Justice and Legal Aid;*
- *AI for Lawyers: A Primer on Artificial Intelligence in Ontario’s Justice System* with Element AI and Osgoode Hall Law School; and,
- *Roundtable on Digital Rights and Digital Society* with the Mozilla Foundation.

The LCO is also undertaking projects respecting Protection Orders, the Last Stages of Life, the Indigenous Last Stages of Life, and Environmental Accountability. *Protection Orders, Last Stages of Life, Indigenous Last Stages of Life,* and *Environmental Accountability.*

More information about the LCO is available at [www.lco-cdo.org](http://www.lco-cdo.org).
III. DNA EVIDENCE AND WHAT’S NEW ABOUT PG IN CANADIAN CRIMINAL COURTROOMS

DNA evidence has been received in evidence in the justice system for a relatively long time (as new forensic tools go), to great effect in securing convictions and exonerations. It has been routinely accepted as reliable and authoritative in our courts. But the DNA evidence we are accustomed to receiving in the justice system, “old school” DNA evidence, is not the same as the DNA evidence that results from analysis of samples using PG.

1. Random Match Probability

The usual method of analyzing DNA is called Random Match Probability (“RMP”). This is the DNA evidence with which most justice system actors are familiar. It is typically and most effectively used to analyze uncomplicated crime scene samples: DNA that came from a single source, with relatively high quantities of DNA, predominantly from bodily fluids like saliva, semen, or blood. In this process, a forensic lab will go through several steps to deduce a reliable DNA profile from a sample, and then report on the rarity of the profile (likelihood of a coincidental match) and on whether two profiles are a match. In this manner, RMP measures the probability that a DNA match was random or coincidental. This method of analyzing DNA evidence has been called the “gold standard” of forensic evidence. It presents a non-evaluative fact: a description that corresponds to something real, empirical, objectively true in the world.

Unfortunately, RMP works reliably only for uncomplicated DNA samples. It does not work as well in analyzing DNA samples where there are multiple contributors, degraded samples, or small samples.
As police began swabbing objects at or near crime scenes for cells that may have been left behind, they started obtaining “trace” DNA evidence. Trace evidence often contains small amounts of DNA that may only provide an incomplete or fragmentary DNA profile. It often contains mixtures of more than one person’s DNA, because DNA may be transferred to an object by anyone and everyone who has contact with it. You can readily imagine how many sources of DNA may be found on a light switch or doorknob in a public (or private) building.

Importantly, “trace” DNA samples often only consist of incomplete fragments of DNA. This means that, unlike the RMP “gold standard,” a trace sample may not be able to be linked to a specific individual with a high degree of probability. Instead, the “trace” sample may only indicate a profile of the kinds of generally inherited sequences of DNA that a person may have. Further, this profile itself may be incomplete, and it may be difficult to separate and interpret the DNA profile “signals” from the “noise.” In “trace” samples that are incomplete, and which may include DNA from more than one contributor (or possibly even from multiple contributors), it can be especially difficult to make sense of the DNA present.

2. Probabilitistic Genotyping

In contrast to RMP tools, PG tools are algorithmic programs that interpret the results of complex DNA mixtures. They were developed in an attempt to draw out some of the inferences that may be difficult to interpret in “trace” fragmented, mixed, and complex samples. There are a number of different PG programs, some of which are open source while others are proprietary commercial tools. They all use statistical methods and mathematical algorithms in DNA profiling.

Unlike RMP, PG profiles cannot confirm that a particular person is a source of the DNA sample. Rather, PG profiles may reveal the kind of suspect you might be looking for. This is because PG tools compare the probability of two different hypotheses or theories of the case that seek to explain the source of the DNA in the sample. The tools then determine which hypothesis is more probable. Typically, one hypothesis would be the police/Crown hypothesis, namely that the suspect is the source of some of the DNA in the mixture. The other hypothesis is usually a defence hypothesis (or what the forensic analyst assumes the defence hypothesis would be), namely that the suspect is not the source of some of the DNA in the mixture. Importantly, this process does not include defense input: Rather, the hypotheses tested are determined by the technician operating the PG tool, usually a forensic analyst working at a government-operated forensic lab. As a result, the hypothesis tested as purporting to represent the defence hypothesis may not, in fact, be the actual defence theory.

The two hypotheses are compared, with a view to determining which is more probable. The AI tool runs the two hypotheses through its algorithm to produce a “Likelihood Ratio” or “LR.” The LR is an expression of which of the two hypotheses is said to be more likely.

The LR appears to answer the question a jury is asked to determine, namely, whether the defendant was the source of some of the DNA at issue. However, LRs do not actually answer this question. Instead, they only “weigh the relative likelihood of two very specific hypotheses.” No matter how unlikely two hypotheses are in the real world, when compared and contrasted, one will always be more statistically likely than the other. As a result, there is an implicit false binary in the way that the LR is phrased. The LR that results from PG analysis expresses a relationship between two hypotheses in relation to their relative likelihood, but it does not tell us how objectively likely either hypothesis is in the real world.
Bess Stiffelman provides the following non-DNA-evidence-related example of how LRs express which of two hypotheses is more likely, without expressing the relationship of either hypothesis to objective truth:

One could propose any two hypotheses to answer a question, and theoretically come up with a likelihood ratio. Suppose you returned home to find your dog sitting next to a torn-up pillow, and feathers are everywhere. You could compare the hypothesis that your home was ransacked by burglars with the hypothesis that the pillows you bought at Ikea were designed to explode after six months. After gathering all the relevant data, like that your door was locked when you came home, and nothing else was broken, and the strength of the pillow fibres, you could come up with a likelihood ratio. Let’s assume you determine the likelihood ratio that, given the evidence, it was 10,000 times more likely that the pillow just fell apart than it was likely your home was ransacked by burglars. Neither of these hypotheses are in fact the correct explanation for the evidence before you. Of course, your dog played with your pillow like a chew toy and tore it to shreds. So, although it was 10,000 times more likely the pillow just fell apart than it was likely your home was ransacked, this doesn’t prove your pillow fell apart on its own. Both of the hypotheses were in fact incorrect.34

The LR that results from PG analysis can only ever report a relationship between two hypotheses and say which is the more likely. It cannot tell us whether either of them is true. As a result, LRs do not express the probability that a suspect is the source of some of the crime scene DNA. Recognizing this, the National Research Council has written that “[t]he likelihood ratio is still one step removed from what a judge or jury truly seeks—an estimate of the probability that a suspect was the source of a crime sample, given the observed profile of the DNA extracted from samples.”35 This is a subtle but crucial distinction that is not easy to understand, and for this reason, LRs are easily and likely misunderstood as evidencing the probability of the defendant’s guilt.36 The actual meaning of the evidence produced by PG algorithmic tools is both difficult for expert witnesses to meaningfully convey and for judges and juries to understand.37

In order to convert what the trier of fact actually needs and wants to know (which is the probability that the defendant is the source of some of the DNA), a further step is required. This involves complex statistical analysis, known as Bayesian probability analysis. Bayes’ theorem requires the making of certain assumptions about the probability of an event occurring. It describes the process by which information relevant to the prior probability of an event is combined with new information to produce a posterior probability.38 In other words, to get at whether the defendant was probably a contributor to the DNA sample from the crime scene (the posterior probability), the trier has to decide the prior likelihood of the defendant having contributed to the sample (the prior probability), considered in light of the new information offered by the PG tool through the LR.39 Statisticians calculate posterior probability (or the probability that the suspect did actually contribute some DNA to the sample) mathematically by multiplying the prior probability by the LR. This analysis is complex, but the conclusion is clear: PG tools or reports cannot stand alone as evidence of probability of guilt or the probability in the real world of the defendant having contributed to the DNA.

This analysis gives rise to several important issues and challenges to the use of PG tools in criminal proceedings.

The Presumption of Innocence

The use of PG tools can violate the presumption of innocence.

The essential variable of the prior probability of a defendant’s contribution of DNA to a sample cannot be known. It must be assumed. If we assume zero prior probability of the defendant contributing DNA
to a sample, consistent with the presumption of innocence, the result will be zero posterior probability. Any number multiplied by zero equals zero. If, however, we assume prior probability that the defendant contributed DNA to the sample, we are presuming guilt. This violates the presumption of innocence.\(^4^0\)

Without Bayesian probability analysis, the LRs produced by PG do not provide evidence of the probability that an individual’s DNA is contained in a sample. In order for the Bayesian probability analysis to provide evidence of such probability, the presumption of innocence and the Crown’s burden of proof must be violated. In criminal cases in Canada and the USA, only LRs are introduced as evidence—not the subsequent Bayesian probability analysis.

**Bias and the Black Box**

PG tools raise serious issues regarding algorithmic bias and the difficulty of understanding how these tools work.

Although PG algorithmic systems appear to be objective, and represent a step forward from purely subjective approaches to the interpretation of complex DNA mixtures,\(^4^1\) there are many ways in which assumptions by the tool’s developer, the lab, or the analyst factor into their results. Researcher Itiel Dror has said that it is a mistake to think that PG systems are able to objectively analyze DNA mixtures. Like humans, algorithmic tools must make assumptions about what is and is not useful or relevant information. These assumptions are reflected in the statistical, biological, and computer models coded into each PG tool. Only a tool’s developers know what those assumptions are.\(^4^2\)

In the absence of rigorous, independent, and comparative scientific validation of PG systems, no one knows what the impacts of those assumptions are on the reliability and accuracy of the tool’s results. The 2016 report of the President’s Council of Advisors on Science and Technology (PCAST) recognized this in its addendum to its report:

*While likelihood ratios are a mathematically sound concept, their application requires making a set of assumptions about DNA profiles that require empirical testing. Errors in the assumptions can lead to errors in the results. To establish validity with a range of parameters, it is thus important to undertake empirical testing with a variety of samples in the relevant range.*\(^4^3\)

**Scientific Validity**

To date, there has been very little in the way of independent or comparative studies establishing the scientific validity of PG.\(^4^4\)

The independent research studies that have been completed have only tested PG tools for a limited range of mixture types (in relation to the number of contributors of DNA to the sample, the ratio of minor contributors, and the total amount of DNA available for testing). There has been little research into the reliability or accuracy of PG analysis of more complex mixtures.

In 2016, the PCAST report concluded that market leading PG tools STRmix and TrueAllele appeared to be reliable only in limited circumstances. These tools had only been established to be reliable for the analysis of three person DNA mixtures in which at least 20% of the intact DNA came from the minor contributor and in which the DNA amount exceeded the minimum level for the method.\(^4^5\) This means that PG tools have not been established to be reliable for DNA mixtures where more than three people have contributed DNA, where the minor contributor contributed less than 20% of the DNA, or where there was a low amount of DNA collected.\(^4^6\)
Analysis Based on Assumptions

In addition to the impact of unknown assumptions coded into the algorithmic tool on the reliability and accuracy of PG DNA evidence, the assumptions of the lab or technician operating the tool can also strongly influence the results. These assumptions are reflected in the hypotheses the technician asks the PG tool to test for. The choice of hypotheses tested will impact on the LR that results. The hypotheses include assumptions about the number of contributors to a sample, and whether the contributors were related family-members or members of a small genetically similar racial or ethnic community.

A DNA mixture assumed to have three contributors (itself an assumption that may or may not be correct) has four possible explanations or hypotheses for who those contributors could have been: (i) the complainant, the defendant, and an unknown person; (ii) the complainant and two unknown persons; (iii) the defendant and two unknown persons; (iv) three unknown persons. The PG algorithm will generally only be used to compare two hypotheses to develop a LR for which of the two is more probable. The choice of hypotheses compared will determine the LR for that pair of hypotheses, but will say nothing at all about the possible hypotheses that are not tested.

In the real world, there many alternative potential hypotheses that could explain any given DNA mixture. Some of the contributors of DNA could be related family members or members of a genetically similar racial or ethnic group. LRs are produced, in part, based on statistics reflecting the frequency with which certain DNA markers are present in the population. Some genes present more often within families or racial or ethnic communities than they do in the population at large. This means that assumptions about whether contributors to a sample are or are not related family members or share race or place or origin will affect the LR that is produced:

> Family members will see different frequencies of certain genes, just as any discrete population will see different frequencies of certain genes—just as Norwegians will have a higher frequency of blue eyes than, say, Koreans, those of Caribbean descent will see a higher frequency of certain genes than those who are entirely unrelated. Thus, an LR will be different if the technician hypothesizes that the source of the sample was the individual suspect and two unknown individuals of Caribbean descent. We don't know how different.

Data Literacy and Complexity

For the reasons described above, there are real limits on what PG DNA algorithms can tell us. But these limitations are hard to understand. There is a high risk that triers will not understand LRs and their limitations, mistaking them as speaking to the probability of whether the defendant was, in fact, the source of some of the DNA in the sample. In fact, the limitations in what the LR can tell us are so conceptually challenging that even many of the experts charged with giving PG DNA evidence in court may not fully comprehend them. And, if they do, they may have difficulty conveying them meaningfully to triers of fact. Two experts at the National Institute of Science and Technology (“NIST”) who studied the use of LRs in the courtroom concluded that the value of probability statements (like the LR) breaks down where such information must be conveyed from one person to another, as in courtroom testimony. They reported that using LRs to describe the weight of evidence risks conclusions that are driven more by unsubstantiated assumptions than by actual data.
Disclosure and Due Process

Many of the issues described above present themselves as challenges to disclosure and due process. PG algorithmic tools have not been established to be reliable or accurate in independent comparative studies, beyond the parameters described above. Their uncertain accuracy and reliability is exacerbated by the fact that it is, practically speaking, very difficult to challenge PG tools in court. This is at least in part because it is difficult for defence counsel to obtain meaningful disclosure of how these tools work to be able to evaluate or challenge them. The developers claim that their PG systems are proprietary trade secrets that they cannot or will not disclose. And PG tools will often exhibit the lack of transparency inherent in machine-learning methods, known as the “black box” problem. Without such disclosure, it can be impossible to evaluate how a system does or doesn’t work, whether it is or isn’t reliable or accurate.

In addition to making it impossible to test PG tools for reliability and accuracy, inadequate or non-existent disclosure may also violate due process and constitutional rights. The right to disclosure facilitates essential procedural and substantive rights for accused people protected under s. 7 of the Charter. These include the right to know the case against them, and the right to make full answer and defence.

In addition, the DNA evidence generated by PG is often confidently received by judges and juries, possibly because it benefits from the high degree of confidence typically associated with both scientific evidence and artificial intelligence. It appears to be methodical, evidence-based, and immune from the individual and unpredictable judgments of subjective human actors. It appears to be objective and authoritative. But PG, like all tools built and operated by humans, is susceptible to error. Cognitive bias may affect the reliability of forensic scientific evidence. Subjectivity may be baked into the way an algorithmic tool is built, or may come in through the assumptions of the particular analyst operating it. And, like all algorithmic tools, PG is prone to algorithmic bias.

Unreliable, inaccurate, or biased PG DNA evidence that goes unchallenged or is uncritically received in evidence may work injustice. It may result in misidentification of the contributors to crime scene DNA, and thereby lead to wrongful convictions or wrongful exonerations.

Despite these shortcomings, PG evidence is widely admitted in US court proceedings and increasingly in Canada. John Buckleton, the developer of one of the market-leading PG tools, STRmix, reports that as at the time of writing, his tool had been used in 123,315 criminal cases around the world; STR-mix-generated evidence had been presented in court in 3,655 of these; but there had been only 32 admissibility hearings prior to its reception in evidence. Similarly, notwithstanding anecdotal evidence from many criminal defence lawyers in Ontario, of many cases in which STRmix was employed by the Centre for Forensic Sciences (CFS) in their clients’ cases, there are very few reported decisions that explicitly refer to PG evidence. None of them report challenges to its admissibility. QuickLaw and CanLII searches of the terms “STRmix,” “TrueAllele,” and “probabilistic genotyping” in Canadian cases reveal only five reported decisions. None of these involve contested Mohan voir dires to consider the admissibility of this evidence. In Canada, to date, there appears to have been only one case in which the admissibility of PG DNA evidence was considered, the unreported decision of R. v. Klimowicz. Mr. Klimowicz was unrepresented. He asked no questions of the CFS DNA analyst. There was no defence expert called. Perhaps unsurprisingly, the PG DNA evidence was admitted in Mr. Klimowicz’s case.
IV. UNIQUE CHALLENGES RAISED BY PG’S USE OF AI: LESSONS FOR THE CANADIAN CRIMINAL JUSTICE SYSTEM

This section summarizes a number of important issues and observations regarding the use of PG DNA evidence in criminal proceedings in Canada’s justice system. These issues and challenges include unique challenges raised by PG’s use of AI, which pose critical challenges and obstacles to the critical due process safeguards that are paramount in criminal law proceedings.

Issue #1 No longer the gold standard: The need for a new legal framework for PG DNA evidence

The admissibility and reliability of DNA probability statistics has been litigated a number of times in the context of “old school” RMP DNA evidence. Some of this litigation focused on the potentially overwhelming impact of DNA probability statistics, and how difficult they may be for jurors to understand in context. The jurisprudence generally stands for the proposition that these concerns go to weight, rather than to admissibility. Limiting instructions have generally been held to suffice to address any prejudice that might otherwise arise from expert and statistical RMP DNA evidence. As noted above, PG DNA evidence has yet to be litigated in Canada. But when it is, the existing jurisprudence governing RMP DNA evidence likely should not be simply applied by analogy to PG DNA evidence. RMP is highly tested and the validation approach is well known, but PG DNA tools are neither well tested nor validated in the same way. In addition to validation for their biological DNA analysis, PG tools must also be validated for their algorithmic software, a feature that RMP DNA analysis does not share and that will not have been validated for RMP DNA analysis methods. For these
reasons, the existing legal framework that governs the admissibility of RMP DNA evidence may not be appropriate for courts’ determination of the admissibility of PG DNA evidence. A new legal framework, one that specifically addresses the unique legal challenges and scientific complexity of PG DNA evidence may be required.

**Issue #2 Data (il)literacy, limitations on probative value, and risk of prejudicial effect**

As described earlier, in Part 3, there are unique and complex issues associated with PG methods, and the difficulty that humans have in comprehending the (limited) value of LR evidence. This difficulty carries with it a prejudicial danger that triers may incorrectly assume it to be evidence of actual contribution of DNA to the crime scene sample, and therefore incorrectly understand it to be probative of guilt. As further noted above, without Bayesian probability analysis, the LRs produced by PG do not provide evidence of the probability that an individual’s DNA is contained in a sample. In order for the Bayesian probability analysis to provide evidence of such probability, the presumption of innocence and the Crown’s burden of proof must be violated.

Litigation surrounding the admissibility and weight of PG-generated LRs will likely be required to assess the compatibility of PG evidence with existing common law frameworks applicable to the assessment of evidence that protect the presumption of innocence.\(^6\) LRs are problematic because they present the relative likelihood that the prosecution’s hypothesis is correct, as compared to the defendant’s, on the issue of the originating identity of a DNA sample. However, disbelief of a hypothesis does not prove its opposite.\(^6\) In criminal trials, triers are prohibited from putting a defence hypothesis into a contest with the prosecution’s case, as such an approach is inconsistent with the presumption of innocence. The Crown prosecution must establish its case beyond a reasonable doubt. It is not a question of which hypothesis as to DNA identity is more likely to be true. For example, in *R. v. A.P.*,\(^7\) the Court of Appeal for Ontario held that the trial judge made an error by focusing on which “version of events” was “most probable in all of the existing circumstances.”\(^8\) The Court of Appeal wrote that “by setting up the whole case as a choice between two competing versions of events and stating that the version that is ‘most probable in all of the existing circumstances’ will be selected as ‘true’, the trial judge came dangerously close to deciding the ultimate issue at trial on a balance of probabilities.”

**Issue #3 Automation Bias**

Justice system participants may be inclined to accept the evidence generated by PG DNA tools, without adequate consideration of their scientific validity or accuracy. This is in part because of the well-documented tendency of lay people to be favourably impressed by expert scientific evidence.\(^7\) Studies reveal that members of the public see DNA evidence, in particular, as reliable, accurate, and authoritative.\(^7\) Many studies have found that jurors see DNA evidence as more than 90% accurate.\(^7\) Because it is perceived as incredibly reliable and accurate, grounded in the hard sciences and objective, DNA evidence is usually particularly damning or exonerating. Without necessarily understanding the evidence, the science that underpins it, or its potential for error, jurors are likely to consider DNA evidence as infallible evidence of guilt.\(^7\)

In the case of PG AI tools, the tendency of lay people to be impressed by DNA evidence is exacerbated by automation bias. This is the cognitive tendency to be impressed by, and defer to, the outputs of
apparently scientifically and technologically advanced artificial intelligence tools. Since PG purports to analyze DNA evidence using artificial intelligence, it marries two types of tools that are regarded as highly authoritative by lay people. Trier’s approach to PG DNA evidence already predisposed to find it determinative. The danger here is that the seemingly objective and scientific nature of PG DNA evidence will cause judges and jurors to place undue weight on it, without considering evidence which casts doubt on its reliability.

Issue #4 Algorithmic Bias

All AI tools are prone to algorithmic bias. Unreliable, inaccurate, or biased PG DNA evidence that goes unchallenged or is uncritically received in evidence endangers Canada’s justice system and the vulnerable individuals who are affected by it. Further study is required to examine AI-generated DNA evidence, and the existing potential for algorithmic bias and data bias in the algorithmic processing of DNA data sets and PG algorithms. Without careful attention and study to these issues, PG AI might exacerbate data biases because of the inferential nature of the method, and its presented hypotheses. Evaluating the potential for bias in the DNA data sets is one means of guarding against the potential for continuing or worsened discriminatory impacts within the criminal justice system on racialized and Indigenous individuals, and other individuals with protected characteristics under section 15 of the Canadian Charter of Rights and Freedoms.

Issue #5 Barriers to transparency and due process arising from private sector involvement

The inner workings of PG AI tools are difficult to discover, evaluate, or litigate because their developers typically resist making meaningful disclosure. They do so on the basis that their tools are proprietary trade secrets. Market leading PG tool TrueAllele has forcefully resisted efforts to require it to disclose its source code or algorithms. As of January 2017, defendants in at least seven US states had sought disclosure of TrueAllele’s code in their criminal cases. Disclosure was denied in all cases on the basis of the developer’s right to protect its intellectual property. In one recent case, a New Jersey appellate court allowed the defence application for disclosure of the source code of TrueAllele. It remains to be seen whether TrueAllele will appeal this decision.

The other market leading PG tool, STRmix, will make its underlying information, including source code and foundational validation research, available to defence experts for review upon signing a non-disclosure and confidentiality agreement. However, the restrictions placed on this defence access are so extensive that one is left wondering whether there is much utility in it at all. Ontario’s Centre of Forensic Sciences (“CFS”), which uses the STRmix software, advises that it does not have access to STRmix’s source code. All disclosure must come from the company that owns the tool, under the terms of its access policy and pursuant to the terms of its nondisclosure agreement. In addition, CFS does not routinely disclose its internal validation information. It has, however, disclosed such information in isolated cases in the past, in response to specific requests. To date, one defendant in Quebec has also sought to obtain disclosure in a criminal case in respect of the STRMix, including the validation study performed by Quebec’s forensic science laboratory. The Court rejected the defendant’s application for disclosure.
**Issue #6 Barriers to access to justice presented by complex, multi-disciplinary methods**

PG AI tools involve complex and inter-connected statistical, biological, and algorithmic mathematical models. In the US case of *People v Gissantaner*, a Michigan court commented on the multidisciplinary nature of the PG tool at issue in that case: "[i]t is a combination of forensic DNA techniques, mathematical theory, statistical methods . . . decisional theory, computer algorithms, interpretation, and subjective opinions . . . "[84]

The complexity and multi-disciplinary nature of PG algorithms has implications for the validation of these tools. Independent scientific study must validate their biological DNA analysis, their statistical modelling, and their algorithmic software. In addition, the complexity and multi-disciplinary nature of PG algorithms has implications for the justice system. It may be difficult to find relevant independent experts (meaning experts outside of government forensic DNA labs) to assist defendants and the court.[85]

Most litigators and adjudicators don’t understand the technology well enough to know what to challenge or question when PG tools are used. Even forensic experts can struggle to be able to meaningfully review and analyze PG evidence. PG tools are designed to process DNA samples that are too difficult for human analysis. The tools rely on mathematical formulas that are understood and reviewable only by a relatively small pool of experts. Even if disclosure is received, it still remains for counsel and the Courts to interpret very technical material such as source code, large aggregates of data, statistical modelling and the like. Jurists must develop some expertise, or at least a working familiarity with DNA statistical modelling, as well as with the PG DNA AI technology and the issues it raises. Lawyers litigating PG tools, and adjudicators presiding over such litigation, must overcome technological illiteracy to become conversant with how the technology works.[86] Relevant experts can be of assistance, if they and the resources to retain them are available.

**Issue #7 Critical challenges to due process protections**

Individuals embarking on litigation in criminal cases regarding the admissibility and reliability of PG evidence will face unique challenges that undermine access to due process safeguards. We have already examined some of the dangers associated with the admission of PG evidence in criminal trials, having regard to questions concerning the reliability of PG evidence and the court’s truth-seeking function. Access to justice and due process concerns pose related challenges when it comes to the use of PG evidence by the prosecution. Just as the complexity and lack of transparency of PG evidence can create a danger that unreliable, misleading, or inaccurate evidence may be used to inculpate a defendant, so too can the complexity and lack of transparency of PG evidence make it particularly difficult for defendants and their counsel to mount a meaningful challenge to this class of evidence.

Issues relating to due process and access to justice in criminal litigation involving PG evidence include the following:

- **Difficulty obtaining meaningful disclosure**: As described above, it is difficult to access meaningful disclosure of PG tools and how they work in the face of claims that the technology is intellectual property protected from disclosure as proprietary trade secret. This, in turn, makes it difficult for a defendant to challenge the tools for accuracy and reliability, and interferes with the ability to make full answer and defence.
• **Navigating the tools’ lack of transparency:** Even if the use of PG were to be disclosed as a matter of course, the workings of the AI is prone to lack of transparency as a “black box.” This too makes it difficult for defendants to know or understand exactly how a PG tool used in their case worked, how it came to its conclusions, to test those conclusions for accuracy, or otherwise challenge the tool’s outputs in court.

• **Limited access to independent experts:** As described above, one of the distinct features of PG algorithmic tools is that they are used in circumstances where it is too difficult for the human mind to analyze DNA samples. This tends to pose problems from an access to justice perspective in criminal litigation, as there is only a small pool of experts who are capable of meaningfully analyzing and challenging the mathematical processing through PG of information gleaned from complex DNA mixtures. Even the availability of these experts may be limited by geographic distance, limited availability in busy schedules, or the existence of a conflict of interest in the litigation if previously retained by the prosecution.

• **Funding litigation:** Another challenge in litigating PG algorithmic tools arises from the need to raise adequate funding to mount legal challenges, including the cost of time required by legal counsel to gain technological literacy and mount these challenges properly, and the cost of hiring knowledgeable experts. Litigating PG DNA tools and the evidence they generate is bound to be complex, lengthy, and costly. Automation bias (the tendency to defer to technological outputs), and the opacity of most algorithmic tools, will aggravate this problem because they necessitate the hiring of experts. Disputing PG tools and their results will thus be out of reach for those who cannot afford to hire counsel, let alone the required experts. Research reveals that members of historically disadvantaged groups like low-income people and members of BIPOC communities are significantly over-represented in the criminal justice system. For this reason, members of these communities are disproportionately likely to face PG DNA evidence in criminal court, and they are typically the least resourced financially to challenge the tools and the evidence they generate.

• **Limited access to opportunity for cross-examination:** In cases where the prosecution seeks to adduce PG evidence, the robust right to make full answer and defence may be undermined. Cross-examination of witnesses “forms the foundation of the adversarial trial process for there is no better vehicle in which to test the veracity and weight of an adversary’s evidence than through cross-examination.” Opportunity for cross-examination relating to the reliability of PG evidence may be limited if no human witness with direct knowledge is proximate or available. As noted, because of the complexity and opacity of PG tools, even forensic analysts who operate them may not understand or be able to explain core issues about how they operate, limitations in what the LR means and does not mean, what assumptions were built into the code, and what impact those assumptions had on the LR that results. The opacity or ‘black box’ nature of PG tools may mean that no human may be privy to the inner workings of the algorithmic processes they employ. Cross-examination may be limited by assertions of trade secrecy if forensic analysts are unwilling or contractually unable to testify or be examined on matters covered by claims of trade secrecy.

For these reasons, the prosecution may not be able to produce witnesses who can provide complete or meaningful evidence about PG DNA tools and the LRs they produce. Cross-examination of the witnesses who are produced may be hampered by the limitations in the witnesses’ knowledge, understanding, and ability to communicate in light of the complexity and lack of transparency of the tool, or as a result of claims of trade secrecy. It may be impossible for the defence to elicit evidence that is key to making full answer and defence.
• **Access to training:** Justice-system participants will generally lack the baseline knowledge and technological literacy necessary to mount and conduct a meaningful analysis of the reliability of PG DNA evidence. Both lawyers and adjudicators will need to undergo training (either formal or through self-study) to enable a comprehensive understanding of the nature of PG evidence and its attendant risks. Hiring knowledgeable experts may fill some or even all of the gaps in lawyers’ own tech literacy. Similarly, court-appointed experts may assist in identifying and remedying gaps in adjudicators’ tech literacy (as in the *Gissantaner* case)92. However, as noted above, where funding challenges do not allow for the hiring of defence experts or courts cannot or do not appoint their own independent experts, jurists’ own knowledge will be essential.

V. CHOICES AHEAD: KEY LAW REFORM CONSIDERATIONS

The LCO’s first AI Issue Paper, *The Rise and Fall of AI and Algorithms in American Criminal Justice*, identified a series concerning the use of algorithms in Canada’s justice system, the LCO identified a series of issues and options that should be addressed prior to the widespread implementation of any AI or algorithmic system in the Canadian criminal justice system.93 These lessons and observations included, for example:

• identifying challenges arising from algorithmic bias (referred to as the ‘bias in, bias out’ problem);
• challenges associated with measuring and defining fairness, having regard to non-discrimination principles;
• hinderances to algorithmic transparency; challenges associated with measuring and achieving reliability, accuracy, and validity in algorithmic methods; and
• the complex and contested intersection between law and policy that is implicated when human actors attempt to generate algorithmic predictions.94

The LCO identified in its earlier report that the first step forward is for policymakers and stakeholders to collectively agree to address these overarching issues and identify an appropriate process for doing so. Further, arising from the LCO’s review of these issues, it is clear that the systemic legal issues raised by algorithms cannot be addressed through individual litigation, best practices, or piecemeal legislation. Comprehensive law reform is required.95

These lessons and observations are similarly cogent in the context of PG DNA evidence. All AI tools are prone to algorithmic bias. Unreliable, inaccurate, or biased PG DNA evidence that goes unchallenged or is uncritically received in evidence endangers Canada’s justice system and the vulnerable individuals who are affected by it. As emphasized in the LCO’s earlier paper, the LCO strongly supports broad participation in the design, development, deployment and governance of AI and algorithmic systems in the Canadian justice system. This participation must include technologists, policy makers, law makers, and, crucially, the communities who are likely to be most affected by this technology.

Building upon the overarching recommendations in *The Rise and Fall of AI and Algorithms in American Criminal Justice*, what follows below are further recommendations tailored to the unique challenges arising from PG DNA methods. When it comes to PG DNA evidence, given that this particular form of algorithmic tool is already being used on the ground in criminal trials, the need for action now is pressing. To avoid miscarriages of justice, comprehensive action is required to respond to the risks and
due process concerns identified in this report, and to ensure that any continued use of PG DNA
evidence in Canadian criminal courts is consistent with the Charter and human rights at stake.

When considering risks surrounding the use of PG DNA evidence (or any AI tool), it is also important to
highlight that Canada’s criminal justice system is still a work-in-progress when it comes to
implementing the recommendations from previous commissions of inquiry in the areas of forensic
science and expert evidence. For example, in 2018, the Federal/Provincial/Territorial Heads of
Prosecutions Subcommittee on the Prevention of Wrongful Convictions published its report, Innocence
at Stake: The Need for Continued Vigilance to Prevent Wrongful Convictions in Canada,\(^96\) describing the
need for further reform in the area of forensic science. The Subcommittee described how commissions
of inquiry continue to note “the dangers of ignoring the lessons of the past and the need for constant
and continued vigilance.”\(^97\) The Subcommittee conducted a review of the adequacy of the
implementation of past recommendations arising from commissions of inquiry.\(^98\) In conducting its
review, the Subcommittee identified a number of priority areas of continued reform in the area of
forensic evidence.\(^99\) The recommendations set out below are in keeping with the lessons and
recommendations set out in these previous inquiries.

The recommendations set out below address the following four areas:

1. Statutory Reform: Amendments focused on the use of PG DNA analysis as evidence
2. Statutory Reform: Amendments focused on enhancing systemic transparency and
   accountability
3. Practices and Training
4. Legal Aid Plans
5. Areas for Further Research and Evaluation

1. Statutory Reform: Amendments focused on the use of PG DNA analysis as evidence

We recommend that the federal and provincial governments consider statutory amendments to
prescribe the use of PG systems, to promote the accountability of PG systems, and to ensure PG
systems comply with appropriate Charter, due process and evidential requirements. These areas of
statutory reform are grouped into two broad categories: 1) amendments focused on the use of PG
DNA analysis as evidence; and, 2) statutory amendments focused on enhancing systemic transparency
and accountability surrounding the use of algorithms in criminal justice system.

a. Prescribed limits on the admission of AI-generated evidence: Amendments to the
   Criminal Code should be considered to prescribe limits on the admissibility of AI-generated
evidence, such as PG DNA evidence, in criminal proceedings.\(^100\) The merit of establishing
   presumptive limits on the admission of AI-generated evidence is high, given the unique
   challenges associated with AI-evidence and the imbalance of power, knowledge,
   resources, and expertise between individual defendants in the criminal justice system and
   the developers of AI-based tools. In balancing the interests of justice, relevant factors
   include probative value, prejudicial effects, and other circumstances that may impair the
   reliability of the PG DNA evidence.\(^101\)

b. Presumptive inadmissibility in the absence of strict scrutiny: In Criminal Code reform
   applicable to AI-generated evidence, the presumptive inadmissibility of novel forms of
   forensic evidence should be entrenched through the codification of common law
principles. The party tendering such evidence must bear a burden of proving reliability on the rigorous standard applicable to novel forms of expert evidence. Full adherence to placing the burden of proof on the moving party is particularly important to ensure that vulnerable defendants in the criminal justice system are not required to bear a heavy persuasive burden of showing the need for caution and strict scrutiny of novel, AI-based forensic methods.

Strict scrutiny requires adherence to the Supreme Court’s caution against placing undue weight on whether the technique has been previously accepted as legitimate. Private vendors who sell PG DNA analysis tools tend to emphasize the number of previous cases where PG DNA evidence has been admitted into criminal proceedings. However, there are still no peer-reviewed, independent, or comparative studies establishing the reliability of the tools outside very limited parameters. In Canada, numerous reported cases document the admission of PG DNA evidence into evidence, but to date, there is no reported instance of any close consideration of the exigencies of interpreting complex DNA mixtures, and what those challenges may mean for the reliability and accuracy of PG DNA evidence.

For example, the authors have been unable to locate any reported cases in Canada involving PG DNA evidence where the reasons for judgment note the characteristics of the originating DNA sample (including the number of DNA contributors to the mixture that was subject to analysis). The authors have also been unable to find any reported judgments involving PG DNA evidence that advert to the parameters for reliability according to existing validation studies, and whether these were met. Equally, the authors have been unable to locate any reported decisions involving PG DNA evidence that advert to the particular forensic laboratory’s validation studies, and whether their own internal standards were met in the particular case.

c. Amendments to Criminal Code provisions applicable to expert evidence: The Criminal Code includes certain regulations governing the admission of expert testimony in criminal proceedings. In the recent report by the University of Toronto’s Citizen Lab and the International Human Rights Program, the authors highlight that AI-generated evidence may itself be considered as a form of expert opinion evidence. The analogy between AI-generated opinions and human expert opinions highlights an existing framework that may be drawn upon to develop robust due process protections applicable to AI-generated evidence. To this end, Criminal Code amendments relating to notice requirements, access to disclosure, and requirements regarding the availability of human witness testimony in the courtroom should be carefully considered to address the unique challenges associated with AI-generated evidence such as PG DNA analysis.

d. Amendments to Evidence Act provisions applicable to electronic documents: Amendments should address what distinctions should be drawn, where necessary and appropriate, between electronic documents stored on traditional information management and computer-processing systems, and new complex AI-based forensic methods. This review should consider the common law interpretation of these provisions, including jurisprudence that has addressed the authentication of electronic documents generated by automated processes. Particular attention should be paid to the circumstances in which parties would be able to adduce electronic records in the absence of an expert human witness to introduce them.
2. Statutory Reform: Amendments focused on enhancing systemic transparency and accountability

a. Modernizing of Canada’s system of oversight governing the collection, use, retention, and sharing DNA information within police investigations and criminal proceedings: Comprehensive review is required to keep pace with advances in forensic investigative methods, to protect Charter rights, and to enable accountability surrounding the use of sensitive techniques. Reforms should aim to facilitate public access to information regarding what DNA databases law enforcement authorities and forensic laboratories obtain access to; where DNA profiles are sourced from; and the relationship between private companies (such as PG vendors and genetic ancestry services) and public sector actors regarding the collection, sharing, and use of DNA profiles. Additional attention is warranted to establish best practices surrounding the relationship between criminal investigators and forensic laboratories when it comes to PG DNA analysis, given the potential for human error and confirmation bias in the use of PG tools and LRs. The Citizen Lab and the IHRP recommended that provincial and territorial governments enact Ministerial directives to address gaps in existing oversight mechanisms for law enforcement’s use and experimentation with algorithmic technologies. The use of Ministerial Directives within a broader and comprehensive system of oversight governing the responsible development and use of algorithms is consistent with findings set out in the Report of Ipperwash Inquiry.

b. Enacting regulations requiring transparency and accountability with respect to algorithms that will be used for criminal justice purposes, including openness of source code and source code review: In To Surveil and Predict, the Citizen Lab and IHRP set out recommendations directed at ensuring algorithmic accountability and transparency, openness and review of source code, and maintenance of public sector control over algorithms that will be used for criminal justice purposes. We likewise endorse this recommendation, set out in the report as follows:

  Government and law enforcement agencies that develop their own algorithmic…technologies—whether in-house or with private vendors—must make the source code and related details of such technologies publicly available in machine-readable and human-readable forms. Applying open software licensing in this context may be appropriate on the basis that such technologies are publicly funded and should be available to members of the public for purposes of review or research.

  If extenuating circumstances engage the public interest to an extent that outweighs the importance of disclosing the source code and related details of algorithmic…technologies to the public, the information must still be accessible to oversight bodies and independent experts on a confidential basis (where the source code itself remains confidential, but findings and rulings are public) in order to complete impact assessments, procurement reviews, security testing, auditing, investigations, or court proceedings. Governments and law enforcement agencies that acquire off-the-shelf algorithmic policing technologies from commercial vendors must include open-source code review as a condition of all procurement contracts, including the waiving of trade secret and related proprietary rights where the review, testing, oversight, and auditing mechanisms listed above are concerned. Possible agencies that could play an oversight role with respect to ensuring source code transparency, review, testing, and auditing include the Office of the Privacy Commissioner and the Canadian Centre for Cyber Security.
3. Practices and Training

In order to ensure that PG tools are used appropriately and well-understood by all criminal justice system participants, we recommend:

a. Establishing prosecutorial guidelines concerning the use of PG DNA evidence in criminal proceedings: Guidelines may incorporate directions to mandate commitment to robust and full disclosure surrounding PG DNA methods to defendants and their counsel. Where appropriate, consideration should also be given to constructing safeguards to limit the circumstances in which the Crown will attempt to adduce PG DNA evidence in criminal cases, having regard to complexity and quality of the DNA mixture at issue and the critical need to guard against wrongful convictions. For example, as noted above, PCAST has found that PG tools have only been established to be reliable for the analysis of three person DNA mixtures in which at least 20% of the intact DNA came from the minor contributor and in which the DNA amount exceeded the minimum level for the method. Crown policy should mandate that prosecutors not rely on PG DNA evidence that results from samples that do not meet established parameters for validity and reliability.

b. Developing access to training programs for all justice-system participants: As noted above, both lawyers and adjudicators will need to undergo training (either formal or through self-study) to enable a comprehensive understanding of the nature of PG evidence and its attendant risks. Provincial law societies, Crown agencies, law enforcement agencies, and the National Judicial Institute should facilitate access to training. Where appropriate, regulators should also consider applicable professional standards for lawyers to ensure professional competency guidelines are modified as required to address the need for technological literacy when litigating constitutional laws, human right laws, and other evidentiary issues in criminal proceedings involving the potential admission of algorithmic evidence.

4. Legal Aid Plans

In order to ensure due process and access to justice for criminal defendants and the integrity and fairness of PG-involved criminal proceedings, we recommend:

a. Review of legal aid programs to identify and remedy gaps in policies and budgetary constraints: Legal aid programs, and the governments that oversee and fund their mandates, should be required to do a review of how PG DNA tools, and AI in general, will impact upon the low-income individuals that they are mandated to service, and should develop plans for how to provide adequate service to these clients as they will be affected by PG DNA and other AI tools in justice.

5. Further Research and Evaluation

In order to fully uncover sources of risk to Charter rights and wrongful convictions in Canada, we recommend further evaluation-through-litigation by justice system participants (including courts and litigators), as well as governmental funding to enable continued research by academics and experts:

a. Researching and evaluating PG DNA methods and their potential for bias: As described earlier in this report and the LCO’s earlier work, algorithmic bias is a continuing and ever present danger surrounding the use of AI in the criminal justice system. Governments should make funding available to support both forensic laboratories and
independent academic research into PG DNA analysis. Further scientific study is critical to evaluate the benefits and risks of PG DNA evidence. As noted in To Surveil and Predict, if algorithmic policing technologies continue to be used in the criminal justice system, due process and remedial rights will likely be hindered in practice by the lack of available expertise to test and challenge the validity of algorithmic methods.116

Developing sources of independent expertise is critical in relation to issues such as the human perception of PG DNA evidence and automation bias; algorithmic bias and accuracy issues that may be present in DNA processing methods; and the accuracy and reliability of PG DNA analysis. Evaluating the potential for bias in the DNA data sets is one means of guarding against the potential for continuing or worsened discriminatory impacts within the criminal justice system on racialized and Indigenous individuals, and other individuals with protected characteristics under section 15 of the Canadian Charter of Rights and Freedoms.

b. Evaluating human rights and ethical concerns surrounding the use of DNA phenotyping in criminal investigations: In evaluating the potential for human rights risks such as privacy harms and discrimination in the use of DNA information in criminal justice proceedings, particular attention should be directed towards the use of DNA phenotyping in investigations and forensic laboratories. The use of AI to conduct DNA phenotyping, particularly with regards to profiling on the basis of characteristics that are protected under non-discrimination laws in Canada, must be the subject of careful consultation and review due to Canada’s constitutional obligations towards Indigenous persons and under the Charter, and due to the human rights and ethical concerns associated with these sensitive techniques.117

c. Evaluating the scope of existing Charter rights to ensure that fundamental rights and freedoms apply with equal force in circumstances where AI-generated evidence is used in criminal investigations and proceedings: The use of big data and AI in criminal justice present unique and systemic risks. The existing jurisprudential development of Charter rights should be interpreted and applied contextually to ensure that all Charter rights operate meaningfully in the context of AI, and with equal force for all individuals including racialized and Indigenous persons. For example, if disclosure of AI tools falls to be decided under an overly restrictive disclosure regime, it will be extremely difficult to make full answer and defence in respect to the use of these tools.118 Adherence to a robust right to disclosure assists to reduce the danger that flawed methods will remain hidden for too long under a scientific veneer of reliability advertised by AI vendors.
VI. CONCLUSION

The data and data science used at every stage of AI and algorithmic decision-making have human rights, equity, due process, and access to justice consequences. These tools often have built-in and largely hidden biases and discriminatory inferences in their decision-making. While appearing scientific, objective, and authoritative, they may be unreliable and invalid. Failure to study, understand, and regulate these tools can have significant system-wide and individual repercussions. Absent proper scrutiny, process, and legislation, there is a risk that AI tools, including PG DNA algorithms, will worsen racism in Canada’s justice system, and put access to justice further out of reach for many Ontarians. Unequal access to participation in decision-making about data and technology can further entrench existing biases and inequality. Reliance on AI tools, like PG DNA algorithms, may provide what appears to be infallible and reliable scientific evidence against individuals who, by reason of the complexity and lack of transparency of the tools, lack of meaningful disclosure, and lack of access to resources to mount a legal challenge, are factually innocent. Because of the well-established over-representation of low income people and members of racialized and Indigenous communities in the criminal justice system, those most likely to face PG DNA evidence will often be those least likely to be financially resourced to challenge it. Absent proper scientific study, regulation, enforcement of relevant Charter rights, and due process protections, PG DNA evidence may lead to wrongful convictions. This concern is likely to disproportionately impact on communities that already suffer from systemic discrimination in the justice system and Canadian society at large.
VII. NEXT STEPS AND HOW TO GET INVOLVED

The LCO believes that successful law reform depends on broad and accessible consultations with individuals, communities and organizations across Ontario. As a result, the LCO is seeking comments and advice on this report. There are many ways to get involved:

- Learn about the project on the LCO website (www.lco-cdo.org);
- Contact us to ask about the project; or,
- Provide written submissions or comments on the Final Report and recommendations.

The LCO can be contacted at:

Law Commission of Ontario
Osgoode Hall Law School, York University
2032 Ignat Kaneff Building
4700 Keele Street
Toronto, Ontario, Canada
M3J 1P3

Email: LawCommission@lco-cdo.org
Web: www.lco-cdo.org
Twitter: @LCO_CDO
Tel: (416) 650-8406
Toll-free: 1 (866) 950-8406
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