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About the LCO  
The Law Commission of Ontario (LCO) is Ontario’s leading law reform agency. The LCO provides independent, 
balanced and authoritative advice on complex and important legal policy issues. Through this work, the LCO 
promotes access to justice, evidence-based law reform and public debate.  

The LCO evaluates laws impartially, transparently and broadly. The LCO’s analysis is informed by legal analysis; 
multi-disciplinary research; contemporary social, demographic and economic conditions; and the impact of 
technology.  

LCO reports are a practical and principled long-term resource for policymakers, stakeholders, academics and 
the general public. LCO’s reports have led to legislative amendments and changes in policy and practice. They 
are also frequently cited in judicial decisions, academic articles, government reports and the media. 

This report is part of the LCO’s ongoing AI, ADM and the Justice System project. The project brings together 
policymakers, legal professionals, technologists, NGOs and community members to discuss the impact of AI 
and algorithms on access to justice, human rights and due process. The LCO’s current AI initiatives include 
Accountable AI, AI and Human Rights (with the Ontario and Canada Human Rights Commissions) and AI in the 
Criminal Justice System. Earlier LCO AI-related projects are listed on the next page.  

The LCO is also undertaking projects addressing the Indigenous Last Stages of Life, consumer protection, 
protection orders, and environmental accountability.  

The LCO is located at Osgoode Hall Law School, York University, Toronto.  

More information about the LCO is available at www.lco-cdo.org. 

Law Commission of Ontario Reports 
Indigenous Legal Issues in the Last Stages of Life (Forthcoming 2022) 
Comparing European and Canadian AI Regulation (November 2021) 
Legal Issues in the Last Stages of Life (October 2021) 
Regulating AI: Critical Issues and Choices (April 2021) 
The Rise and Fall of AI and Algorithms in American Criminal Justice: Lessons for Canada (October 2020) 
Defamation Law in the Internet Age (March 2020) 
Class Actions Objectives, Experiences and Reforms (July 2019) 
Legal Capacity, Decision-making, and Guardianship (March 2017)  
Simplified Procedures for Small Estates (August 2015)  
Capacity and Legal Representation for the Federal RDSP (June 2014)  
Review of the Forestry Workers Lien for Wages Act (September 2013)  
Increasing Access to Family Justice (February 2013)  
Vulnerable Workers and Precarious Work (December 2012)  
A Framework for the Law as It Affects Persons with Disabilities (September 2012)  
A Framework for Teaching about Violence Against Women (August 2012)  
A Framework for the Law as It Affects Older Adults (April 2012)  
Modernization of the Provincial Offences Act (August 2011)  
Joint and Several Liability Under the Ontario Business Corporations Act (February 2011)  
Division of Pensions Upon Marriage Breakdown (December 2008)  
Fees for Cashing Government Cheques (November 2008) 

http://www.lco-cdo.org
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LCO AI, ADM and the Justice System Project:  
Notable Reports and Activities  
Comparing European and Canadian AI Regulation (November 2021)  
AI Case Study: Probabilistic Genotyping DNA Tools in Canadian Criminal Courts  
(June 2021)  
Regulating AI: Critical Issues and Choices (April 2021)  
Legal Issues and Government AI Development (March 2021) 
LCO/Ontario Digital Service Workshop (November/December 2020) 
The Rise and Fall of Algorithms in the American Justice System: Lessons for Canada 
(October 2020)  
LCO Forum on AI and ADM in the Civil and Administrative Justice System  
(December 2019)  
LCO Forum on AI in Ontario’s Criminal Justice System with The Citizen Lab, Criminal 
Lawyers Association and the International Human Rights Program, Faculty of Law, 
University of Toronto (March 2019) 
AI, Automated Decision-Making: Impact on Access to Justice and Legal Aid (June 2019) 
AI for Lawyers: A Primer on Artificial Intelligence in Ontario’s Justice System with 
Element AI and Osgoode Hall Law School (May 2019) 
Roundtable on Digital Rights and Digital Society with the Mozilla Foundation (March 2018)

Contacting the LCO 
The LCO believes that successful law reform depends on broad and accessible consultations with  
individuals, communities and organizations across Ontario. As a result, the LCO is seeking comments and 
advice on this report. As such, the LCO welcomes comments and advice on this report.  

There are many ways to get involved. The LCO can be contacted at:  

Law Commission of Ontario 
Osgoode Hall Law School, York University 
2032 Ignat Kaneff Building 
4700 Keele Street  
Toronto, Ontario, Canada 
M3J 1P3 

Email: LawCommission@lco-cdo.org  
Web: www.lco-cdo.org 
Twitter: @LCO_CDO 
Tel: (416) 650-8406 
Toll-free: 1 (866) 950-8406

https://www.lco-cdo.org/en/our-current-projects/ai-adm-and-the-justice-system/comparing-european-and-canadian-ai-regulation/
https://www.lco-cdo.org/en/our-current-projects/ai-adm-and-the-justice-system/ai-case-study-pg/
https://www.lco-cdo.org/en/our-current-projects/ai-adm-and-the-justice-system/ai-case-study-pg/
https://www.lco-cdo.org/en/our-current-projects/ai-adm-and-the-justice-system/ai-case-study-pg/
https://www.lco-cdo.org/wp-content/uploads/2021/04/LCO-Regulating-AI-Critical-Issues-and-Choices-Toronto-April-2021-1.pdf
https://www.lco-cdo.org/en/our-current-projects/ai-adm-and-the-justice-system/
https://www.lco-cdo.org/wp-content/uploads/2020/10/Criminal-AI-Paper-Final-Oct-28-2020.pdf
https://www.lco-cdo.org/wp-content/uploads/2020/10/Criminal-AI-Paper-Final-Oct-28-2020.pdf
https://www.lco-cdo.org/wp-content/uploads/2020/10/Criminal-AI-Paper-Final-Oct-28-2020.pdf
https://www.lco-cdo.org/wp-content/uploads/2019/06/LCO-ILAG-Paper-AI-Legal-Aid-and-Access-to-Justice-June-3-2019.pdf
https://www.lco-cdo.org/wp-content/uploads/2018/08/LCO-Mozilla-Roundtable-Final-Report-EN.pdf
mailto:LawCommission@lco-cdo.org
http://www.lco-cdo.org
https://twitter.com/lco_cdo?lang=en
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Accountable AI 

ACCOUNTABLE AI

INTRODUCTION 
This is the latest in a series of Law Commission of 
Ontario (LCO) Issue Papers considering the use of 
artificial intelligence (AI), automated decision-making 
(ADM) and algorithms in the Canadian justice system.  

This paper considers how to ensure legal 
accountability when governments and public 
agencies use AI to make or assist decision-making in 
the civil and administrative justice systems. More 
specifically, this paper considers the following issues:  

• Why and how are governments using AI 
to assist decision-making; 

• How AI changes government decision-
making;  

• The relationship between Trustworthy AI 
and legal accountability; 

• The relationship between AI regulation, 
litigation and access to justice; 

• The strategies or reforms needed to 
promote meaningful legal accountability  
for government AI decision-making. 

The context for this analysis is the extraordinary 
growth in the use of AI and ADM by governments 
across the world. The breadth and pace of 
government AI systems reflects the perceived 
potential of AI to improve the accuracy, speed and 
consistency of government decision-making.  

Some of the notable uses of AI in government to 
date include: 

• Natural language processing tools to 
improve the quality of adjudicative  
decision-writing; 

 
• Child risk assessment tools that predict 

the potential for child neglect and abuse; 
• Immigration detention tools that evaluate 

whether to detain a person;  
• Biometric surveillance systems;  
• Teacher evaluation systems that measure 

a teacher’s impact on educational 
achievement; 

• Public benefit fraud detection algorithms; 
• Predictive policing systems that predict 

the potential location of crimes or  
potential offenders; 

• Bail and sentencing algorithms that 
predict the potential for recidivism; 

• Tax compliance algorithms. 

Notwithstanding AI’s potential, government use of 
AI is controversial. There are many examples of 
government AI systems that have proven to be 
biased, illegal, secretive or ineffective. As a result, 
many governments – including the Government of 
Ontario – are adopting “Trustworthy AI” 
frameworks to assure the public and stakeholders 
that government AI development and use will be 
transparent, legal and beneficial.  

Trustworthy AI is an important initiative, and the 
LCO commends the Government of Ontario for 
publicly committing to this goal. Achieving 
“Trustworthy AI”, however, will depend on 
governments addressing a complex series of 
policy, legal and operational questions that go far 
beyond public statements of principle. Addressed 
thoughtfully, the answers to these questions will 
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help governments and public agencies maximize 
AI’s benefits and minimize its harms.  

This paper considers a singularly important 
dimension of “Trustworthy AI”: legal accountability 
for government AI systems. 

The LCO believes that widespread adoption of AI 
systems has the potential to transform the legal 
and policy landscape of government decision-
making. As a result, government AI accountability 
strategies must be designed to respond to the 
unique features of AI decision-making.  

The LCO’s analysis is strongly influenced by 
“technological due process” principles and 
priorities. This concept, based on a seminal 2008 
article by Professor Danielle Keats Citron, suggests 
that AI and algorithms require deeper analysis of 
due process and regulatory issues than traditional 
legal models may suggest.1 This concept is 
grounded in a belief that 

…the accountability mechanisms and 
legal standards that govern decision 
processes have not kept pace with 
technology. The tools currently available to 
policymakers, legislators, and courts were 
developed primarily to oversee  
human decisionmakers…our current 
frameworks are not well- adapted for 
situations in which a potentially incorrect, 
unjustified, or unfair outcome emerges 
from a computer.2  

This paper addresses the key areas of human 
rights, administrative law, privacy law and civil 
procedure to determine if there are gaps or 
unanswered questions that must be addressed to 
ensure appropriate legal accountability for 
government AI systems.3 

The LCO has concluded that “accountable AI” 
depends on a mix of law reform tools and 
strategies, including front end regulation, 
substantive law reform, enhanced due process 
protections, and innovative initiatives to improve 
access to justice. The LCO has also concluded that 
many tools and strategies are available to 
policymakers today. Others will depend on 

policymakers and stakeholders coming together to 
address a complex series of legal accountability 
challenges that often combine legal and technical 
analysis, a combination that itself raises new 
questions and difficulties. A complete list of the 
LCO’s 19 recommendations are included in 
Appendix A.  

Canadian governments have an opportunity to 
become leaders in successful AI deployment by 
applying hard-learned lessons and taking 
proactive measures to ensure trustworthy and 
accountable AI. Absent these measures, 
government ministries, agencies, tribunals and 
courts will likely need to address important legal 
and technical issues on a case-by-case basis, 
resulting in poorer public services, biased and 
inconsistent government decision-making, 
diminished rights protection, delays, and 
unnecessary costs and litigation.  

This paper is the latest in a series of LCO Issue 
Papers addressing AI and ADM in the Canadian 
justice system. Earlier papers address the use of AI 
and ADM in the criminal justice system,4 legal 
issues and government AI development,5 how to 
regulate AI,6 and the use of AI to generate evidence 
in criminal proceedings.7 Throughout this work, the 
LCO is particularly concerned with access to justice 
issues and the impact of AI and ADM on vulnerable 
Ontarians, including racialized communities, low-
income Ontarians and Indigenous peoples. 
Experience demonstrates that AI and ADM systems 
often have disproportionate and negative effects 
on these communities.  

The LCO’s AI-related work reveals consistent 
themes and law reform proposals across sectors 
and legal policy areas. This paper applies many of 
these lessons and themes to the use of AI tools in 
the civil and administrative justice systems.  

Readers should note that this paper directs 
recommendations to the Government of Ontario. 
However, the LCO believes our analysis and 
recommendations are equally applicable to other 
Canadian governments and a wide range of public 
agencies and institutions.  

ACCOUNTABLE AI



8

SUMMARY 

Creating accountable AI is a multi-faceted process. 
This section summarizes this report’s findings, 
themes and recommendations to support this goal.  

Trustworthy AI  
All Ontarians have a fundamental interest in 
ensuring government AI systems are effective, 
accurate, fair, legal and accountable.  

The Government of Ontario has taken many 
positive steps to promote trust in provincial AI 
systems, including its emerging Trustworthy AI 
Framework and draft Alpha and Beta documents. 
More work is needed, however, to “operationalize” 
these important commitments.  

The LCO recommends the provincial government 
fulfil its Trustworthy AI framework by: 

• Committing to not deploy high-risk AI systems 
prior to adopting its Trustworthy AI Framework;  

• Establishing the Trustworthy AI Framework in 
legislation and regulations; 

• Committing to transparency, accountability 
and public engagement in provincial  
AI systems; 

• Ensuring that criminal justice AI systems 
(such as facial recognition, biometric 
identification, predictive policing, and 
bail/sentencing risk assessments) are 
included in a dedicated criminal justice AI 
Framework; 

• Ensuring provincial agencies, tribunals and 
courts are included in the Framework; 

• Committing to assist municipalities and local 
agencies develop resources, tools and 
standards to ensure Trustworthy AI in these 
organizations; 

• Developing performance metrics to ensure 
the province is meeting the goals of 
Trustworthy AI; 

• Establishing a multidisciplinary Trustworthy AI 
Advisory Group and public consultation plan; 

• Committing to meaningful and 
multidisciplinary public input and 
participation in all phases of provincial AI 
regulation and development.  

 
Impact Of AI on Government 
Administration and Decision-Making 
AI and ADM tools will transform government 
decision-making and administration. This trend will 
expand and accelerate as AI, machine learning and 
natural language processing continue to develop.  

AI and ADM systems offer significant potential 
benefits to governments and the public. Many 
believe that these tools can “crack the code of mass 
adjudication,” improve the accuracy and 
consistency of government decision-making, 
improve public services, and reduce government 
backlogs. Many also believe that government AI 
systems have the potential to reduce discrimination 
and enhance democratic and legal accountability.  

Governments must respond to the well-
documented risks of AI and ADM systems. 
Experience with government AI and ADM systems 
across North America, Europe, Australia and New 
Zealand demonstrates the serious risk of racial bias, 
“data discrimination” and “black box” decision-
making. AI systems also risk reducing judicial and 
administrative discretion, entrenching automation 
bias, and undermining the legitimacy of 
government and agency decision-making. The 
burden of these harms is not shared equally, as 
they fall disproportionately on racialized or 
otherwise vulnerable communities.  

Canadian governments have an opportunity to 
become leaders in successful AI deployment by 
applying hard-learned lessons from other jurisdictions 
about how to ensure trustworthy and accountable AI. 

Participation  
There must be broad participation in the design, 
development and deployment of government AI 
systems. Unequal access to information and 
participation in AI decision-making can worsen 
existing biases and inequality, result in ineffective 
public services, and damage trust in government. 
This participation must include technologists, 
policymakers, legal professionals and the 
communities who are likely to be most affected by 
this technology. 

ACCOUNTABLE AI
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Law Reform  
“Techno-utopianism” is risky. There are many 
examples of government AI systems being 
implemented too soon and at great risk to many 
individuals and communities. Systems must be 
developed thoughtfully, deliberately and 
incrementally to ensure respect for rights, fairness 
and transparency. 

Comprehensive law reform is needed. The systemic 
legal issues raised by AI cannot be addressed 
through individual litigation, best practices or 
piecemeal legislation. There are many potential 
legislative or regulatory responses. Choices in this 
area are complex and consequential.  

Accountable AI  
The speed, scale and opacity of AI systems will 
transform the legal and policy landscape 
governing government decision-making. 

Absent proactive measures, AI tools may worsen 
bias, unfairness and legal accountability in 
government decision-making. That said, AI tools 
offer significant potential to improve fairness and 
enhance legal accountability. Neither outcome is 
predetermined or inevitable. Whether government 
AI is harmful or beneficial will depend on choices 
and decisions made by governments, courts and 
others in the coming months and years.  

Legal accountability for AI-based government 
decision-making is a fundamentally important 
dimension of “Trustworthy AI.” Legal accountability 
will depend on a sophisticated mix of technical, 
operational and legal skills. As a result, a 
multidisciplinary, multifaceted strategy is needed. 
AI regulation, by itself, will not ensure legal 
accountability for government AI decision-making. 
Legal accountability depends equally on reforms 
to, or reinterpretations of, existing human rights 
and administrative law rules; meaningful due 
process protections; innovative access to justice 
strategies; and ensuring meaningful opportunities 
to challenge individual decisions.  

Legal accountability strategies are interdependent. 
Systemic regulation will not provide meaningful 

accountability unless litigants have a meaningful 
opportunity to challenge AI-based government 
decisions and have access to appropriate legal 
remedies. Similarly, AI litigation is unlikely to 
ensure legal accountability in the absence of 
systemic regulation. Individual rights and systemic 
governance are not in opposition; they 
complement and support each other. 

Government AI legal accountability challenges 
often combine both legal and technical analysis, a 
combination that itself raises new questions and 
difficulties.  

Access to Justice  
It is possible that only the best resourced and most 
sophisticated litigants will be able to challenge 
many AI-based government decisions. Absent 
proactive initiatives, government AI decision-
making may add significant new access to justice 
barriers to low-income, marginalized, Indigenous 
and racialized communities, thus compounding the 
over-representation of these communities in 
Ontario’s justice system.  

Human Rights 
Government AI systems must be human rights 
compliant. However, achieving human rights 
compliance will be difficult unless several 
important issues are addressed.  

Most notably, human rights compliance will 
depend on how policymakers, courts and tribunals 
address significant evidential challenges inherent 
in “black box” government AI systems. These 
challenges can be addressed, in part, by systemic 
and significant disclosure, transparency and 
testing of government AI systems.  

Human rights compliance will also depend on 
thoughtful answers to several equally important 
legal, technical and practical issues, including: 

• Data standards; 
• Guidelines or metrics to measure bias 

and discrimination in AI systems; 
• Bias testing or auditing requirements; 
• Determining reasonable 

ACCOUNTABLE AI
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accommodations in AI systems;  
• Determining remedial provisions 

sufficient to address AI systematic harms.  

Finally, human rights compliance of government AI 
systems will depend on addressing two further issues:  

• Can AI systems be used to reveal or 
address systemic discrimination?  

• Are there AI “no-go” zones where a 
government AI system’s potential risk to 
human rights is so significant that 
governments should prohibit the use AI 
in that area? 

Absent appropriate guidance, provincial ministries, 
agencies, tribunals and/or courts will likely need to 
address complex legal and technical issues on a 
case-by-case basis, which may result in poorer 
public services, inconsistent decision-making, 
diminished rights protection, delays, added costs 
and unnecessary litigation.  

The provincial government, Ontario Human Rights 
Commission and others should work together to 
create new policy guidance to respond to these 
issues. An important early initiative could be to 
develop a made-in-Ontario AI Human Rights Impact 
Assessment to assist developers, policymakers, 
decision-makers and the public assess the human 
rights compliance of an AI system. 

Administrative Law  

Administrative law is likely to have a profound 
impact on government use of AI, ADM and related 
technologies. These systems will have to be 
designed, administered and evaluated to ensure 
compliance with the principles of procedural 
fairness and substantive fairness.  

The Government of Canada’s Automated Decision-
making Directive addresses many administrative 
law issues positively. For example, many features of 
the Directive raise the standard of administrative 
governance. The Directive has gaps and 
shortcomings, however, even within the realm of 
federal administrative law.  

There is no equivalent of the Canada ADM 
Directive at the provincial level, nor are there 

equivalent laws, policies or directives at the 
municipal or provincial agency level. As a result, 
the challenge of reconciling AI systems and 
administrative law will be greater in Ontario. 
Accordingly, the Government of Ontario should 
adopt a provincial equivalent of the Automated 
Decision-making Directive.  

A provincial Automated Decision-making Directive 
could address many of the important legal, 
technical, and practical issues necessary to ensure 
government AI systems are compliant with 
administrative law, including but not limited to: 

• “Notice” when an AI system is used by 
the provincial government,  
municipality or agency;  

• How to assess the “reasonableness” of a 
government decision made  
or influenced by AI; 

• “Reasons” from an AI system; 
• “Explainable AI” and legal justifications;  
• How to assess risk and impact of a 

government AI decision; 
• Meaningful participation and appeal 

rights; 
• Efficient and cost-effective dispute resolution.  

As with human rights issues, the absence of 
appropriate guidance on AI administrative law  
issues will likely mean that provincial ministries, 
agencies, tribunals and/or courts will need to 
address complex legal and technical issues on a 
case-by-case basis.  

Privacy  
Provincial amendments to FIPPA and other 
initiatives in Ontario, Quebec and at the federal 
level have focused public attention on AI, privacy 
law and data protection.  

Data collection, processing and sharing can raise 
privacy concerns. A crucial question is how to 
balance protection of privacy rights, data 
collection and use, and AI systems that potentially 
improve access to and quality of healthcare, safety, 
education, and social services. 
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As the province moves forward, there are gaps that 
should be monitored and addressed:  

• The effectiveness of de-identification 
may be limited;  

• AI challenges an individual’s right to 
access their personal data; 

• Remedies;  
• How to ensure privacy and data 

governance policymaking be  
transparent and participatory. 

Ontarians can learn from the examples in Australia 
(Robodebt), Michigan (MiDas), and the 
Netherlands (SyRi). All three systems were legally 
challenged, widely criticized, and eventually 
reformed or cancelled due to privacy concerns.  

Civil Procedure and Other Issues 

Rules of Civil Procedure  

Ontario’s Rules of Civil Procedure will likely allow 
parties to navigate disputes about artificial 
intelligence fairly. As the law develops, new AI-
specific Rules of Civil Procedure should be 
considered.  

Confidentiality and Sealing Orders  

The current laws governing confidentiality and 
sealing orders are likely to be sufficient to address 
AI-related concerns. Blanket sealing orders, or 
redaction of confidential information, are likely to 
be problematic. Other alternatives may be 
preferable. 

Crown Privilege  

It is important that the provincial government not 
be immune to tortious liability for government AI 
systems. The new provincial Crown Liability and 
Proceedings Act, 2019 raises questions about 
whether parties can be barred from negligence 
claims against the provincial government for 
developing, implementing, deploying and relying 
on AI systems.  

Evidence  

“Black box” AI systems could create burdensome 
and potentially impossible evidentiary thresholds 
for plaintiffs challenging government AI systems. 
Evidentiary thresholds in AI cases will be a key 
issue. The laws of evidence are flexible and 
adaptable but should be monitored.  

Education 

It will be necessary to develop training and 
guidance for participants in Ontario’s civil justice 
system. The provincial government, judiciary, court 
administrators and provincial legal organizations 
should develop educational programs and 
materials for the judiciary, tribunal members, 
counsel and administrators. 

Ongoing Monitoring  

The development and use of AI in Ontario’s justice 
system should be monitored. The provincial 
government, judiciary, academics, NGOs, and legal 
organizations should consider establishing a 
working group to analyze, monitor and report on 
the use of AI and algorithms in Ontario’s civil 
justice system.  

A complete list of recommendations is included in 
Appendix A.
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What is AI and ADM? 

There is no consensus on the definition of artificial intelligence.  AI technology and terminologies are 
evolving. At present, the definition of AI could potentially include algorithms, ADM, natural language 
processing, machine learning, neural networks and other technologies.8  

The Government of Canada’s Directive on Automated Decision-making defines AI as “Information 
technology that performs tasks that would ordinarily require biological brainpower to accomplish, 
such as making sense of spoken language, learning behaviours or solving problems.”9 This definition is 
not used consistently, even within Canada.  

For the purpose of this paper, the LCO adopts the definition of AI proposed by American 
commentators David Freeman Engstrom and Daniel Ho:  

[We] use “artificial intelligence” to mean any instance where an agency deploys 
models to learn from data with the goal of prediction. AI is thus used interchangeably 
with machine learning but excludes simple process automation (e.g., a case 
management system to digitally process benefits applications) and conventional 
statistical analysis (e.g., regression with the aim of drawing a causal inference).10  

Why Are Governments using AI? 

The benefits of AI to government decision-making may include increased accuracy, fairness, 
transparency and efficiency in decision-making.11 According to a recent NYU/Stanford study,  

Rapid developments in AI have the potential to reduce the cost of core governance 
functions, improve the quality of decisions, and unleash the power of administrative 
data, thereby making government performance more efficient and effective.12  

Many commentators believe that “AI might finally help crack the code of mass adjudication, improving 
accuracy, reducing inconsistency, and cutting down on rampant backlogs that plague [government] 
agencies.”13 Accordingly, many believe that AI has the potential to significantly improve the 
administrative state.14 

There is also a belief among many policymakers, technologists and academics that these tools can 
make government decision-making fairer, less biased and more equitable than conventional analytic 
tools and subjective human decision-making.15 Key to this view is the idea that AI and ADM tools are 
“harnessing the power of data to aid decision-making.” 16  

Finally, many believe AI tools can be used to protect and promote human rights.17  

AI In Government Decision-Making
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Not everyone shares these views. Indeed, AI, algorithms and ADM are often referred to as “weapons of 
math destruction”18 or as “a sophisticated form of racial profiling.”19  

Given these experiences, there are many who believe AI systems should never to be used to make or 
aid government decision-making; that there are no examples of AI being employed to benefit 
racialized or vulnerable communities; and that AI simply undermines social safety nets in ways that 
would not otherwise be possible.20  

Many of the risks and potential harms of AI are discussed in this report.  

How Are Governments Using AI? 

Governments around the world are using AI across a broad range of areas, services and functions. AI 
use in government is expanding rapidly, and it is hard to keep track of current applications.  

The LCO has surveyed government use of AI systems in the United States to provide readers with an 
admittedly incomplete sample of where and how the technology is being used. In the US, AI and ADM 
tools are currently being used to assist government operations “across the full range of governance 
tasks,” including: 

• Enforcing regulatory mandates centered on market efficiency, workplace safety, 
health care, and environmental protection; 

• Adjudicating government benefits, from disability benefits to intellectual property 
rights; 

• Monitoring and analyzing risks to public health and safety; 
• Extracting useable information from the government’s massive data streams, from 

consumer complaints to weather patterns; 
• Communicating with the public about its rights and obligations as welfare 

beneficiaries, taxpayers, asylum seekers, and business owners.21 

The list below is a representative sample of the range and types of AI and algorithmic systems 
currently being used in the United States. Readers should note that many of these applications are in 
areas of most concern to access to justice advocates, including adjudication, child welfare, policing 
and criminal justice, housing, immigration and public benefits. 

 

Adjudication22 

• Clustering for Micro-specialization. The Social Security Administration (SSA) uses 
algorithms to cluster similar cases rather than randomly assigning them to adjudicators. 

• The Insight Program. The SSA uses natural language processing (NLP) for quality 
assurance, by improving the quality of decision writing. 

Child Welfare23 

• Child Risk and Safety Assessments are used by child welfare agencies to evaluate 
potential child neglect and abuse cases for risk of child death/injury.  

• Genogram and Ecomap Software is “an assessment tool that allows child welfare 
caseworkers to map family trees, identify gaps in family history, organize information 
amassed from family, and assess interventions.”  
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Criminal Justice24 

• DNA Analysis (probabilistic genotyping) systems are used to interpret forensic DNA 
sampling by performing statistical analysis on a mixture of DNA from different people 
to determine the probability that a sample is from a potential suspect. 

• Inmate Housing Classifications is “a system that analyzes a variety of criminal justice 
data and outcomes to determine the conditions of confinement, eligibility for 
programming, and overall housing arrangements of inmates in a jail or prison.” 

• Bail, Sentencing and Parole Risk Assessment Tools are “algorithmic systems that use 
existing criminal justice data to produce a “risk score” to inform decisions made pre-
trial, during incarceration, sentencing, and parole/probation.”  

• Job Training Management Algorithms are “used by the Department of Corrections to 
determine the amount of compensation that a job training provider should receive as 
well as who is eligible for enrollment in these programs.” 

Comment and Complaint Analysis  

• Natural Language Processing. The Federal Communications Commission uses natural 
language processing (NLP) to analyze its comment and complaint webpages 
regarding the proposed repeal of net neutrality, including sentiment analysis, a 
component of NLP.25 

• Natural Language Processing of comments to Consumer Financial Protection Bureau 
“to automatically analyze text to categorize narratives, identify trends, and predict 
consumer harm.”26 

Customs and Border Protection 

• Automated Targeting Systems use statistical methods to assess particularized future 
risks. 

• Risk Prediction Program “aims to improve the Automated Targeting System in 
collaboration with the Science & Technology Directorate of the Department of 
Homeland Security.”27 

• Biometric Recognition including facial recognition technology (FRT).28 

Education29 

• Teacher Evaluation Algorithms are used to measure a teacher’s impact on student 
achievement based on standardized test scores. 

• School Assignment Algorithms are “used to assign students to schools for K-12 based 
on preferences, test scores, portfolios, and other criteria,” including school district’s 
diversity goals.  

• School Violence Risk Assessment tools are used “to identify students who are at a high 
risk for school related violence (e.g. homicide, suicide).”  

• Student Risk Prevention Algorithms predict “students at risk of being arrested or in 
crisis and agencies”, using information including “zip codes, truancy numbers, race, 
and other indicators. The data used in these systems is often shared with law 
enforcement and other government agencies.” 

Fire30 

• Fire Department Funding Algorithms analyze existing data on fire occurrences, 
response times, and other variables to inform decisions on funding allocation and 
closures of neighborhood fire departments within a given jurisdiction. 
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• Fire Risk Assessments “use data mining to predict which buildings are at highest risk 
of catching fire.” 

Food and Drug Administration  

• FAERS beta. The Food and Drug Administration’s Adverse Event Reporting System 
Database assists in FDA post-market surveillance.31 

• NEST. The National Evaluation System for Health Technology system is designed “to 
‘help improve the quality of real-world evidence that FDA can use to detect emerging 
safety signals quickly and take appropriate actions.”32 

Healthcare33 

• Healthcare Delivery and Workflow Decision Systems are software and IT infrastructure 
intended to provide predictive analytics for care providers and hospital systems to 
ascertain how best to distribute healthcare resources. 

• Healthcare Diversity and Workflow Decision Systems are “intended to provide 
predictive analytics for care providers and hospital systems to ascertain how best to 
distribute healthcare resources.” 

Housing34 

• Building Inspection Predictive Analytics use public data to identify buildings at the 
greatest risk for physical deteriorating conditions that endanger the health and safety 
of residents.  

• Tenant Harassment Predictive Analytics “analyze public data to identify landlords with 
a high likelihood to harass tenants to help prioritize inspections for tenant 
harassment.”  

• Homeless Prioritization Algorithms are automated systems (known as coordinated 
entry systems) that “use information from different government agencies and 
sometimes third-parties to assess and prioritize allocation of existing housing based 
on need…” 

Immigration35 

• Investigative Decision System is a software suite that allows for government officials 
to access an individual’s personal and private information such as biometrics, criminal 
records, work/home addresses and personal connections to identify new targets for 
deportation and aid in removal proceedings. 

• Immigration Detention Risk Assessments are “a computerized system that evaluates 
an individual’s criminal history, work status, likelihood of fleeing and other 
information to produce recommendation[s] about whether the person should be 
detained or released prior to a removal hearing.” 

Policing36 

• Predictive Policing is “algorithmic software that attempts to identify where a crime 
may occur in a given window of time in small geographic areas or identify individuals 
who may be a perpetrator or victim of a crime.” 

• Automated License Plate Readers are “high speed, computer-controlled camera 
systems that automatically capture all license plate numbers that come into view, 
along with the location, data, and time, and sometimes photographs of the vehicle 
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and its drivers and passengers. Algorithms can be combined with this data to predict 
where a driver may be in the future.”  

• Facial Recognition systems are “a computer vision system used to detect faces of 
individuals and for surveillance purposes, which includes building a database of faces…” 

• Social Media Monitoring systems are “a tool […that] analyzes social media messages 
to identify individuals as part of a gang/crew, find evidence to support an arrest, 
identify potential crimes.”  

• Police Mental Health Screening Tools are intended to assist officers “de-escalate 
interactions with people with mental illness.” 

Public Benefits37 

• Public Benefits Fraud Detection Systems are pattern recognition systems used to 
detect fraud or abuse of public benefits. 

• Fugitive Felony Compliance Systems use “an automated program to discontinue an 
individual’s public assistance benefits if they showed up on both the lists of 
individuals receiving assistance from the federal Supplemental Nutrition Assistance 
Program (SNAP) and the list of outstanding felony warrants maintained by the law 
enforcement agency network.”  

• Medicaid Benefits Algorithms are “used to determine an individual’s eligibility for 
Medicaid, the amount of benefits, compliance, and/or termination.” 

Public Health38 

• Disease Surveillance and Treatment Systems are used to identify individuals with or at 
risk of contracting chronic or infectious diseases for treatment…” 

• Prescription Drug Monitoring Programs “mine state prescription drug databases for 
irregularities that indicate doctor shopping, doctor overprescribing, and other 
practices that lead to abuse and overdoses.” 

Securities Regulation  

• CIRA. The Securities Exchange Commission’s Corporate Issuer Risk Assessment tool 
was developed to “detect fraud in accounting and financial reporting.”39 

• ARTEMIS and ATLAS. The Advanced Relational Trading Enforcement Metrics 
Investigation System and Abnormal Trading and Link Analysis System are algorithmic 
“tools target[ing] trade-based market misconduct.”40 

• Form ADV Fraud Predictor. This system “helps SEC staff predict which financial 
services professionals may be violating federal securities laws.”41 

Tax Collection and Compliance42 

• Return Review Program. RRP is a tool being developed by the Internal Revenue 
Services to “generate risk scores for all national individual tax returns claiming a 
refund” with the goal of responding to “budget and workforce cuts” 

There are many resources identifying additional AI systems being used by governments in the UK, 
Australia and New Zealand to support decision-making in a broad range of civil, administrative, and 
criminal justice applications.43  
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Importantly, these applications are the tip of the iceberg of potential government AI applications. 
Leading US commentator Cary Coglianese states 

[This] currently limited nature of machine learning will not last long. With the 
advancement of machine-learning techniques and the proliferation of supporting 
back-end data infrastructures, the role for algorithms in government is likely to 
expand. Not only could machine learning soon be employed in more 
determinative ways, but it could do so, broadly speaking, to yield two different 
kinds of determinations: adjudications and regulations. 

For adjudication by algorithm, no longer might algorithms merely inform 
adjudicatory decisions, such as by targeting inspectors to certain facilities or flagging 
tax returns for a full review by human auditors. Rather, machine learning, in 
conjunction with other computer systems, might directly and automatically conduct 
an audit or inspection, deem a tax return fraudulent, decide whether an individual 
should receive an airplane pilot’s license, award or withhold disability benefits, or 
assign prisoners to cells based on predictions of their propensity for future violence. It 
takes little technical imagination to see how these applications could materialize; 
they would be relatively straightforward applications of machine learning.44  

The potential reach of AI and algorithms to aid justice system decision-making is staggering. The AI 
Now Institute, a leading American AI research organization, notes  

...[a]utomated decision systems can exist in any context where government bodies 
or agencies evaluate people or cases, allocate scarce resources, focus scrutiny or 
surveillance on communities, or make nearly any sort of decision. 45 

Transposed to the Canadian context, the applications currently in use internationally would affect some 
of Canadian’s most important government services and the jurisdiction and workload of many Superior 
Courts, provincial courts, administrative tribunals, government ministries, agencies and municipalities.  

Growing use of AI and algorithms has been found in government-use studies in the US, UK, Australia 
and New Zealand.46 Unfortunately, at present there are no equivalent Canadian studies. Nor is there a 
central list or repository of AI or automated decision-making systems in use in the Canadian justice 
system or other Canadian government applications.47 As a result, it is very difficult to assess how 
widespread this technology is being used in Canada. Disclosure of AI systems used by Canadian 
governments and public agencies is discussed extensively in the LCO’s Regulating AI paper.48  

How AI Transforms Government Decision-making 

The LCO believes that the shift from human decision-making to AI or “hybrid human/AI” systems 
fundamentally transforms the legal and policy landscape of government decision-making. For example, 
AI embeds a complex mix of legal, technical, statistical and operational decisions into code. AI systems 
also rely on data to support every stage of AI decision-making. These changes, and others, raise 
significant new questions about how to ensure legal accountability for government decision-making.  

Most discussions about legal accountability and government AI systems focus on issues of bias and 
“black box” decision-making. This focus is understandable but incomplete, as the transition to 
government AI decision-making raises many additional challenges to legal accountability.  
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What follows below is a high-level summary of how AI can change government decision-making and 
the resulting challenges for legal accountability. Readers should note that many, if not most, of these 
changes are contested and controversial. AI proponents identify the benefits of many of these 
changes; critics identify the risks.  

• AI accelerates the speed and scale of government decision-making.49 AI 
systems can make decision/predictions much faster than humans. As a result, some 
commentators believe that “AI might finally help crack the code of mass 
adjudication… cutting down on rampant backlogs that plague [government] 
agencies.”50 On the other hand, the speed and scale of AI decision-making can mean 
that errors are magnified and have abrupt, widespread and significant 
implications.51 The legal system will need to respond to the speed and scale of AI 
decision-making.  

• AI may (or may not) improve the objectivity, accuracy and consistency of 
government decision-making. Many commentators believe that AI systems are – 
or can be – neutral, consistent and evidence-based tools that transform arbitrary, 
opaque, inconsistent and often-biased human decision-making. In this view, AI tools 
are seen as potentially superior to human decision-making in that AI may “eliminate 
the variability, indeterminacy, and apparent randomness—indeed, the 
subjectivity—of human prediction.”52 Critics doubt that AI decisions are necessarily 
more accurate or consistent, particularly if those decisions reflect bias or if an AI 
system does not accurately reflect law or policy.53 The legal system will need to be 
able to test the objectivity, accuracy and consistency of AI decision-making. 

• AI systems can be biased. One of the original and compelling justifications for 
introducing AI and algorithmic systems in government is their purported ability to 
reduce or at least identify bias.54 Critics disagree, noting that many AI and algorithms 
are created using historically racist, discriminatory or biased data.55 Notably, biased 
datasets are just one form of potential AI bias. Accordingly, the legal system will 
need to develop new mechanisms and tests to evaluate government AI systems for 
bias.  

• “Black box” decision-making/Embedding decisions into code. AI systems 
embed an extraordinarily complex mix of legal, technical, statistical and operational 
decisions into code. The complexity and opacity of AI tools may make AI-aided 
government decisions “even more inscrutable than human judgments.”56 As a result, 
even simple algorithmic and AI systems can be complex and opaque “black boxes.” 
But the opposite might also be true: Many believe that, in the long run, AI may 
formalize and make explicit government policies and choices, thus rendering 
government decision-making relatively more transparent.57 The legal system’s ability 
to disclose, understand and evaluate millions of lines of code will be a necessity to 
ensure government AI legal accountability.  

• Data issues and choices are pervasive in AI systems. Data trains an AI system, 
data calibrates an AI system, and the output of AI system is often some kind of 
“score” or statistical prediction. Data issues and choices can be obscure, 
consequential and controversial.58 For example, many AI systems and algorithms are 
criticized as being racist or based on biased data. Other data issues include 
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questions regarding statistical “metrics of fairness” and the accuracy, reliability and 
validity of datasets. The legal system will need to ensure its ability to review and 
evaluate data issues to ensure legal accountability of government AI systems. 

• AI systems can obscure or blur the distinction between predictions and 
policy. A government AI risk assessment tool (such as a bail or sentencing 
algorithm) is a statistical tool that makes predictions. Program administrators or AI 
developers will often decide how to turn those predictions into “action directives” or 
legal decisions. In operation, the distinction between statistical predictions and 
policy decisions can be blurred or misunderstood.  

• AI systems may change the decision-maker of government decisions. Instead 
of having a human decision-maker, AI decision-making shifts many policy decisions 
to the designers of an AI system. In some cases, decisions are shifted into the “black 
box” of the AI system. Moreover, the operation and outputs of more advanced AI 
systems may not be understandable by the system’s designers.59 In some situations, 
shifting a government decision from a human to a machine could raise concerns 
about whether the governmental department is improperly delegating its duty. 

• AI may reduce discretion and decision-making independence, even when 
there is a “human in the loop.” AI can rapidly accelerate and standardize 
government decision-making, bringing many benefits. At the same time, however, 
automation bias and related factors may mean that governments and other 
decision-makers (such as courts or tribunals) intentionally or inadvertently limit their 
discretion by relying too heavily on machine outputs.60 Similarly, over-reliance on AI 
predictions or recommendations may compromise the appearance or reality of 
judicial or tribunal independence.  

• AI systems can reduce public engagement in policymaking and oversight of 
important government services and functions. AI is a complex and evolving set 
of technologies. Experience in several jurisdictions, including New York City, 
demonstrate that public engagement on AI policy issues depends on ensuring 
members of the public are educated and supported before, during and after the AI 
policy-making process.61  

It is important to note that the LCO is not suggesting that human decision-makers are necessarily 
better than AI-based decision-making. On the contrary, much of the enthusiasm for AI in government 
is based on an appropriate acknowledgement of the inefficiency, inconsistency, and unfairness of 
human decision-making. Notwithstanding this acknowledgement, the potential benefits of AI 
decision-making cannot overshadow need to ensure AI decision-making is legally accountable.  

The next section considers the concept of “Trustworthy AI” and how Ontario’s policymakers have 
responded to the challenges of AI. 
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Introduction 

Many governments have responded to the 
challenges of AI by announcing or adopting 
“trustworthy AI” or “ethical AI” frameworks and 
policies.62 Generally speaking, these 
frameworks are designed to assure the public 
and stakeholders that government AI 
development and use will be transparent, legal 
and beneficial. The critical reception to many of 
strategies has been mixed. Many strategies 
have been harshly criticized as “whitewashing 
biased tech,” 63 “dysfunctional” or “not fully 
addressing the myriad harms that may arise 
from the opacity, complexity, scale and power-
imbalance in which AI systems are deployed.”64  

The Government of Canada’s Directive on 
Automated Decision-making (“the Canada ADM 
Directive”) is the most notable Canadian 
“trustworthy AI” framework. Internationally, the 
most comprehensive and significant “trustworthy 
AI” framework is the European Commission’s 
proposed AI rules (“EC AI Proposal”).65 The LCO 
and the Research Chair on Accountable Artificial 
Intelligence in a Global Context recently 
published a paper comparing the Canada ADM 
Directive and the EC AI Proposal.66  

As part of their Digital and Data Strategy, the 
Government of Ontario has been working to 
develop its own Trustworthy AI Framework.67 The 
LCO commends the provincial government for 
its commitment to “trustworthy AI.” In this 
section, the LCO briefly reviews steps taken by 
the provincial government to date and 
concludes there is still much work to be done.  

In May 2021, the province commenced a 

Ontario’s Trustworthy AI Framework

consultation process asking the public to 
provide input and ideas on how government 
can develop an AI Framework that is 
“accountable, safe and rights based.”68 The 
province framed the consultation through 
three key commitments: (i) No AI in secret; (ii) AI 
use Ontarians can trust; (iii) AI that serves all 
Ontarians. The consultation process included 
the release of the province’s draft Alpha 
documents on Principles for Ethical Use of AI and 
Transparency Guidelines for AI.69  

The LCO provided commentary on the Alpha 
Documents in June 2021.70  

Following email submissions and an online 
survey, the province produced a “What We 
Heard” document in July 2021.  

In September 2021, the provincial government 
announced its “Action Plan.”71 The Action Plan 
had two key components. The first was a 
commitment to operationalize the Principles for 
Ethical Use of AI, and Transparency Guidelines for 
AI (the “Alpha documents”). The second was to 
improve the province’s AI and Algorithm 
Inventory.72 The Action Plan was broad enough 
to give province significant leeway, but 
included an emphasis on public consultations.  

The provincial government continued targeted 
consultations and in January 2022 released its 
“Beta principles for the ethical use of AI and 
data enhanced technologies in Ontario” (the 
“Beta Principles”).73 The Beta Principles include 
six points to “align the use of data enhanced 
technologies within government processes, 
programs and services with ethical 
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considerations and values.” The Beta Principles 
stated that provincial AI systems should be:  

• Transparent and explainable;  
• Good and fair; 
• Safe; 
• Accountable and responsible; 
• Human centric;  
• Sensible and appropriate. 

The Beta Principles appear comprehensive. They 
highlight the most significant issues in AI design 
and operation and address many of the concerns 
mentioned in the Trustworthy AI consultation 
process. For example, the Beta Principles: 

• Acknowledging the need for 
transparency, the Beta Principles state 
that an explanation provided about 
the AI system must be meaningful to 
the person requesting it.  

• State that AI systems must respect the 
rule of law, human rights, civil 
liberties and democratic values, which 
include dignity, autonomy, privacy, 
data protection, non-discrimination, 
equality and fairness.  

• State that there must be a public and 
accessible process for redress that is 
developed with input from a multidisciplinary 
team and multiple stakeholders.  

• Acknowledge that AI systems should 
be peer reviewed or audited to ensure 
that unwanted biases have not crept 
in over time.  

Importantly, the Beta Principles highlight the 
importance of these considerations 
throughout the life cycle of the AI system.  

The Beta Principles are an important step in the 
process to develop an AI Framework. As of May 
2022, however, the provincial government’s 
next steps are unclear.  

Analysis  

As noted above, the LCO provided comments 
on the province’s Trustworthy AI Alpha 
documents in June 2021. Most of the 
recommendations in that submission remain 
apt, and the LCO reiterates them here with 
some modifications. These recommendations 
crystalize key features of the LCO’s analysis 
over the course of our work in this area.  

In the LCO’s view, these recommendations are 
necessary first steps that would provide 
Ontarians with important assurances that the 
provincial government is dedicated to 
thoughtful, transparent, accountable and bias-
free AI systems.  

 

Recommendation 2 

The Trustworthy AI Framework should be established in legislation  

and regulations.

Recommendation 1 

The provincial government should not deploy high-risk AI or 

automated decision-making technologies prior to adoption of its 

comprehensive Trustworthy AI Framework. 

In order to support Trustworthy AI in Ontario, the LCO makes the following recommendations: 

ONTARIO’S TRUSTWORTHY AI FRAMEWORK
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As noted in the LCO’s Regulating AI report, 
there is an ongoing international discussion 
regarding which AI systems should be 
prohibited or, at a minimum, categorized as 
high risk and therefore subject to more 
extensive regulatory requirements.74  

It would severely compromise the purpose and 
credibility of any provincial Trustworthy AI 
Framework if the province were to deploy a 
high-risk AI system prior to the adoption of its 
comprehensive Trustworthy AI Framework. 
Similarly, high-risk systems currently in 
operation or under development should not be 
“grandfathered” or exempt from the provincial 
Trustworthy AI Framework. Risk is risk, 
irrespective of whether an AI system was 
developed/deployed before or after an 
arbitrary proclamation date.  

The LCO further recommends the provincial 
government consult broadly with stakeholders 
to identify prohibited and/or high-risk AI 
applications. These consultations could be 
organized or evaluated by the Trustworthy AI 
Expert Advisory Task Force recommended 
below. As a preliminary matter, provincial 
policymakers and the Task Force should 
seriously consider whether systems that target 
or disproportionately impact or harm 
vulnerable populations such as disabled 
persons, children, Indigenous or racialized 
communities and/or low-income communities 
should be preemptively prohibited or 
identified as high-risk. AI and related systems 
have significant potential to affect the legal 
rights (including but not limited to human 
rights) of these communities. As a result, there 
are good reasons for these systems to be 
subject to prohibitions or higher regulatory 
standards.75 

Facial recognition and biometric identification 
technologies are notably high-risk.  

Legislation is necessary to provide the 
foundational governance framework for these 
systems. A legislative framework would provide 
consistent direction and accountability 

requirements to the actors, departments and 
agencies within its scope. It would also ensure 
changes to the governance framework were 
subject to legislative and public review. Finally, 
legislation would establish a level of public and 
legal accountability commensurate with the 
issues and rights at stake.  

The proven risks of AI cannot be 
comprehensively addressed through individual 
litigation, best practices, existing or piecemeal 
legislation. Law reform is needed to ensure AI 
and ADM systems meet high legal standards 
regarding disclosure, legal accountability, 
equality, procedural fairness/due process and 
access to remedies. The appropriate elements 
of the LCO’s recommended legislative 
provisions are set out in Recommendations 10 
and 11 and the LCO’s Regulating AI paper.76 

Ethical AI guidelines are insufficient to mitigate 
the harms caused by the use of AI and related 
systems due to their lack of specificity and 
reliance on voluntary compliance. Ethical 
guidelines, directives, “playbooks” or best 
practices and other “soft law” instruments have 
potential to supplement mandatory legal 
obligations and requirements, but they are not 
a substitute.77 

The LCO is concerned about early signs that 
the provincial government may be considering 
adopting an “ethical AI” voluntary code of 
compliance or best practices. The provincial 
government’s repeated references to 
“guidance” and “principles” may signal this 
approach. If so, the province’s Trustworthy AI 
Framework may not meet the risks of AI 
systems and the demands of AI 
governance/regulation.  

The issue of “soft” verses “hard” rules and 
regulations featured prominently in provincial 
consultations and the LCO’s Regulating AI 
report. “Soft law” practices and guidelines are 
useful tools to address some AI-related issues.78 
They are not sufficient to protect human rights 
and other important legal rights. 
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The LCO’s The Rise and Fall of Algorithms in the 
American Justice System: Lessons for Canada 
report discusses the risks of AI and automated 
decision-making systems in the criminal justice 
system at length.79 These risks include, but are 
not limited to, Charter violations, biased data, 
the “metrics of fairness”, data transparency and 
opacity, “data scoring”, algorithmic bias, lack of 
due process and a lack of access to justice.  

Unfortunately, the Canada ADM Directive does 
not include AI or automated decision-making 
systems in the federal criminal justice system. 
The European Commission proposed AI rules 
include detailed provisions identifying AI 
systems in “law enforcement” as being 
preemptively high-risk, and thus subject to 
more detailed and expansive regulatory 
requirements.80  

Ontario should commit to developing a 
dedicated Trustworthy AI Framework to 
address AI tools used in the criminal justice 
system. These tools could include facial 
recognition and other biometric assessments 
within its scope. The deployment of any AI tools 
in the criminal justice system in Ontario should 
be delayed until a Trustworthy AI framework 
has been developed. AI in the criminal justice 
system requires unique attention because of 
the fundamental rights, liberty interests, and 
unique statutory and procedural issues 
affected. Equally important, a dedicated 
criminal justice AI Framework will need to 
acknowledge the over-representation of low 
income, Indigenous and marginalized 
communities communities and address 
the.potential for human rights abuses/adverse 
impact on historically disadvantaged 
communities in Ontario. 

The province’s commitments take important first steps to fulfilling Recommendation 3. The LCO 
believes, however, that the province needs to fulfill all the recommendations in this report to meet 
this goal. 

Recommendation 3 

The Trustworthy AI Framework should promote AI transparency, 

accountability, and public engagement in the development, operation, 

and evaluation of provincial AI systems.

Recommendation 4 

The provincial government should create an AI framework to specifically 

address AI systems that are developed, or used in, the criminal justice 

system, such as facial recognition, biometric identification, predictive 

policing and bail/sentencing risk assessments.

https://www.lco-cdo.org/wp-content/uploads/2020/10/Criminal-AI-Paper-Final-Oct-28-2020.pdf
https://www.lco-cdo.org/wp-content/uploads/2020/10/Criminal-AI-Paper-Final-Oct-28-2020.pdf
https://www.lco-cdo.org/wp-content/uploads/2020/10/Criminal-AI-Paper-Final-Oct-28-2020.pdf
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Recommendations 5 and 6 are related. At 
present, there is a significant regulatory “gap” 
in Canada. The Canada ADM Directive guides 
AI and automated decision-making 
development for most federal departments 
and agencies. Unfortunately, there are no 
equivalent regulatory instruments governing 
public sector AI systems under provincial 
jurisdiction. This is why the provincial 
government’s Trustworthy AI Framework is so 
important.  

There is a significant risk that the breadth and 
impact of Ontario’s Trustworthy AI Framework 
will be undermined or blunted if its reach does 
not extend to all governments, agencies, 
courts and tribunals within provincial 

Recommendation 5 

The Trustworthy AI Framework should establish a framework  

for municipalities, provincial agencies, and courts and tribunals  

under provincial jurisdiction.

Recommendation 6 

The provincial government should commit to assisting municipalities 

and public agencies develop resources, tools, and standards to ensure 

Trustworthy AI in these organizations.

jurisdiction. Experience in other jurisdictions 
proves that some of the most consequential 
and risky AI systems have been deployed by 
municipalities or local institutions, such as 
child welfare agencies and police services.81 
The province should also work collaboratively 
with Indigenous governments and agencies to 
accomplish this goal consistent with 
reconciliation commitments. 

Ontario’s Trustworthy AI Framework should 
close these gaps. Consistency in standards 
across provincial jurisdiction would allow all 
Ontarians to benefit from the protection of the 
Framework and encourage trustworthy AI 
innovation and development across the 
province.  

Recommendation 7 

The provincial government should develop public performance metrics 

to ensure the province is meeting the goals of Trustworthy AI.

It will be important to track the progress and “success” of the provincial Trustworthy AI Framework 
through performance metrics. These metrics should focus the provincial government’s reform efforts 
and provide necessary public transparency and accountability.  
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Recommendation 8 

The provincial government should establish a multidisciplinary 

Trustworthy AI Expert Advisory Task Force and public consultation 

plan to advise provincial policymakers on how to fulfill the 

commitments and recommendations herein.

AI regulation is a complex undertaking, 
involving multidisciplinary stakeholders and 
the thoughtful balancing of complicated rights 
and objectives. Given the pace of AI adoption 
across Ontario, Canada and internationally, 
there is a need for the provincial government 
to act to deliberately and efficiently.  

In order to meet these priorities, the provincial 
government should establish a 
multidisciplinary Trustworthy AI Expert 
Advisory Task Force to advise provincial 
policymakers on how to fulfill the 
commitments identified in this submission and 
enshrine them in provincial 
legislation/regulations. 

The LCO believes the starting point for AI 
regulation is robust and ongoing public 

participation. More specifically, the LCO 
believes that governments must engage with 
technologists, policymakers, government 
managers, frontline staff, lawyers, industry 
associations, community organizations and, 
crucially, the stakeholders and communities 
who are likely to be most affected by this 
technology. 

The LCO emphasizes that communities 
(including Indigenous, racialized or otherwise 
marginalized communities) may be better 
positioned than lawyers, academics, advocates 
or regulators to identify some of the risks and 
benefits of AI and related technologies. These 
communities have both experience and 
expertise that is crucial to thoughtful 
regulation. 

Recommendation 9 

The provincial government should continue to seek meaningful and 

multidisciplinary public input and participation in all phases of AI 

regulation development.

The LCO believes it is essential the public be invited to provide input before, during and after the initial 
development and regulation of AI and related systems. Proactive participation is likely to promote 
good governance, thoughtful regulations and engender public trust in public sector use of AI and 
related systems.
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There are many examples of “untrustworthy” government AI and ADM systems in the civil and 
administrative justice systems. A small sample of noteworthy and high-profile government AI systems 
that have been harshly criticized, paused and/or withdrawn includes: 

• A-Level Grading Algorithm (United Kingdom), an algorithm used to estimate 
students’ A-level and GCSE grades based on the historic performance of individual 
secondary schools.82 

• Allegheny Family Screening Tool (United States), a predictive risk algorithm that 
analyzes allegations of child mistreatment.83  

• Arkansas Medicaid Benefits (United States), an AI system to determine how many 
hours of homecare a person was entitled to from Medicaid.84  

• Clearview AI (Canada), a facial recognition system and database used by the RCMP 
and other police services.85 

• COMPAS (United States), a risk assessment algorithm used to predict recidivism in 
bail and sentencing proceedings.86  

• Houston Educational Value-Added Assessment System (EVAAS) (United 
States), an algorithm that measured teacher effectiveness by tracking the teacher’s 
impact on student test scores over time.87  

• Michigan Integrated Data Automated System (MIDAS) (United States), an 
unemployment insurance algorithm designed to identify potential fraud.88  

• PredPol (United States), an algorithm designed to predict the location or 
perpetrators of crime.89 

• Online Compliance Intervention System (“Robodebt”) (Australia), an 
automated debt recovery system designed to recover income support 
overpayments.90 

• SyRi (The Netherlands), an algorithm designed to identify individuals who might 
be committing social benefits or tax fraud.91  

These examples, and others, illustrate the risks and harms of poorly designed, ineffective, unfair, 
biased, or otherwise unaccountable government AI systems.  

Government AI system developers, administrators, policymakers, and stakeholders can learn 
important lessons from these examples about “untrustworthy” AI systems. These examples also 
illustrate how and why AI and ADM systems tend to be challenged, including how legal challenges are 
often combined with media or political pressure. The balance of this section considers emerging 
research on “cancelled” AI and ADM systems and analyzes a small sample of case studies to illustrate 
many of the challenges and issues discussed in this report.  

Untrustworthy AI
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Cancelled Government AI and ADM Systems 

A recent report by the Data Justice Lab, a research institute at the University of Cardiff, investigates 
why government departments and agencies in different countries decide to pause or cancel their use 
of automated decision-making systems. 92 This report, Automating Public Services: Learning from 
Cancelled Systems, is one of the first systemic reviews of “cancelled” government AI and ADM systems.93  

The Data Justice Lab reviewed 61 government ADM systems that have been cancelled or paused. 
These systems were in Europe, the United Kingdom, North America, and Australia/New Zealand. Some 
of the key findings in the report include: 

• Systems were most often paused or cancelled in the justice sector (policing and law) 
(32), followed by systems used to detect fraud in government benefits programs (12), 
systems used to predict risk in child protection (5), systems used in education (4), and 
immigration (3). The balance of cancelled systems were in the finance, border control, 
urban planning, and health sector.  

• Systems were paused or cancelled for a variety of related and often overlapping 
reasons, including concerns about a system’s accuracy and effectiveness; civil society 
critique or protest; critical media stories; legal proceedings; criticisms that a system 
violated privacy or due process rights; criticisms that systems were biased or racist; 
critical government or oversight agency reviews; and governance issues relating to 
procurement and ownership.  

• Although systems were paused or cancelled at different stages of development (for 
example with some at the investigation stage, or after a pilot was completed) over 
half were cancelled after the system was implemented or in use.  

The Data Justice Lab report highlights how negative media coverage, independent reviews, and legal 
challenges often combine to lead governments to pause or cancel systems. The authors state that  

…researching the factors and rationales leading to cancellation provides a means 
to get beyond the myths of the technology to better understand its limits and 
acceptability…This understanding also highlights some of the precautionary steps 
that may be necessary for governments to make informed decisions.94  

The following examples illustrate some of these general findings.  

 
Arkansas Medicaid Benefits 

In 2016, the Arkansas government started 
using an AI system to determine how many 
hours of homecare a person was entitled to 
from Medicaid.95 Under the previous regime, a 
registered nurse (RN) would come to an 
applicant’s house and personally assess a 
client’s need for homecare. The RN could adjust 
the hours of eligible homecare based on his or 
her in-person assessment.  

Under a new algorithmic system, the RN would 
attend an applicant’s house and ask a series of 

fixed questions. The answers to the questions 
were input into the algorithm, which would 
then determine the number of hours the client 
was eligible for.96 The RN had no discretion to 
adjust hours allotted by the algorithm.97After 
the algorithm was implemented, 
approximately 4,000 recipients noticed their 
homecare benefits had been cut, even though 
there was no change in their circumstances.98 
Applicants were not given any explanation. In 
many cases, the RNs simply told them “The 
computer did it”.99 
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Legal Aid of Arkansas filed state and federal 
lawsuits challenging the algorithm based on 
constitutional due process and fair notice. 
Their basic argument was that the algorithm 
was so complicated that it could not be 
contested.100  

The State of Arkansas released the algorithm’s 
source code, which was approximately twenty 
pages long.101 Legal Aid of Arkansas analyzed 
the source code and determined that software 
errors inappropriately reduced benefits for 
applicants with cerebral palsy and diabetes.102  

One of Legal Aid of Arkansas’ key concerns was 
that the government could not understand or 
figure out if the software was working 
properly. Legal Aid of Arkansas further argued 
that they did not have sufficient information 
about the “black box”.103 In response, the State 
of Arkansas argued the system was intended to 
rationalize decisions and make assessments 
consistent and objective, not to cut benefits.104 

In the end, a US Federal Court decided that the 
State of Arkansas did not have to explain how 
the system worked, but that the state agency 
had to provide individuals with an 
explanation.105 This relief was of limited 
benefit, as it could not provide relief to every 
benefit recipient affected by the new 
algorithm.106 Nevertheless, the publicity 
surrounding the controversy led the State of 
Arkansas to abandon the original algorithm 
and replaced with a new and somewhat 
improved system.107  

Houston Teacher Evaluations  

In 2011, the Houston School District 
introduced an initiative to measure teacher 
effectiveness by tracking the teacher’s impact 
on student test scores over time. This initiative, 
called the Educational Value-Added 
Assessment System (EVAAS), was developed by 
SAS, a private technology firm.108 The EVAAS 
score became a significant part of teacher 
evaluation in Houston. 

The Houston Teachers Union brought a 
constitutional claim in US Federal Court 
challenging the EVASS system on three 
grounds: procedural due process, substantive 
due process, and equal protection.109 This case 
illustrates some of the procedural and 
constitutional issues facing litigants wanting to 
challenge government AI systems. 

Procedural Due Process  
The Teachers Union argued that there was a 
“lack of sufficient information to meaningfully 
challenge terminations based on low EVAAS 
scores.” Counsel for the teachers referred to this 
as the “black box argument.”110 They argued 
that the system was “highly secretive and 
impossible to replicate.”111  

In response, SAS refused to disclose the 
system’s source code, format, training, or data 
due to concerns about “trade secrets” and fear 
that other companies would compete with 
them.112 The defendant school board argued 
that the “the Due Process Clause does not 
empower Plaintiffs to put SAS out of business” 
by requiring disclosure of its trade secrets.113  

The Court held that if the school board was 
going to use the SAS system to terminate 
teachers, it had to provide teachers with some 
level of procedural due process, including 
giving teachers an explanation or access to 
why and what happened.114  

Substantive Due Process  
The Teachers Union also raised two substantive 
due process claims:  

First, the union argued that there was “no 
rational relationship” between EVAAS scores 
and the school board goal of employing 
effective teachers.115  

Second, the union argued that the evaluations 
were too vague, meaning that teachers did not 
understand what was going on or what they 
needed to do to improve.116 
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The union was unsuccessful on both 
arguments. The Court held that to succeed on 
the first ground, the Teachers Union had to 
prove that the EVAAS system is not “a rational 
means of advancing” the school board’s goal of 
“having an effective teacher in every classroom 
so that every student is set up for success.”117 
The Court granted the Board summary 
judgment on this issue saying “Even accepting 
the [teachers’] criticisms at face value, the loose 
constitutional standard of rationality allows 
governments to use blunt tools which may 
produce only marginal results.”118 

The Teachers Union also failed on the second 
substantive due process argument. The Court 
held that the Teachers Union did not prove 
that the EVAAS system was “unconstitutionally 
vague.”119 The Court found that teachers were 
given general information about the EVAAS 
system, and a system can be “unfair” or “prone 
to error”, but still not be vague.  

Equal Protection 
Finally, the Teachers Union argued that the 
system violated the US Constitution’s Equal 
Protection Clause.120 In order to do so, the 
union had to prove that  

(a) state actor intentionally 
discriminated against [him] 
because of membership in a 
protected class, or (b) he has been 
intentionally treated differently 
from others similarly situated and 
that there is no rational basis for the 
difference in treatment.121  

The Teachers Union argued that the school 
board wrongly classified teachers based on  
their EVAAS scores and subjecting them to 
different treatment based on their scores.122 
The Court disagreed, finding that the EVAAS 
scores was not a classification system.  

In the end, the Teacher’s Union defeated the 
Houston School District’s summary judgment 
motion on procedural due process grounds. 
Following the unsuccessful summary 

judgment motion, the School District 
abandoned the algorithmic system due to 
political and community pressure: Teachers 
were leaving the Houston School District 
because they did not believe the EVAAS was 
reflective of their teaching abilities. The 
departure of effective, well-liked teachers 
caused enough upset in the community that 
the school district scrapped the system. 

The Netherlands Benefits Fraud  

Welfare Fraud 
In 2014, the Dutch government introduced an 
AI system called SyRi (System Risk Indication) 
to identify individuals who might be 
committing social benefits fraud and tax 
fraud.123 Three SyRi projects targeting specific 
neighbourhoods in the Netherlands were 
launched to analyze and cross-reference data 
from a variety of government departments 
previously kept separate – such as 
employment, personal debt, taxes, permits, 
benefit records, and education and housing 
histories.124 Its objective was to find “unlikely 
citizen profiles” that warranted further 
investigation. The system created a 
mathematical risk model to identify individuals 
who were suspicious. For example, SyRi 
compared social welfare data with home water 
usage to search for discrepancies between the 
number of people reported living in a 
household and the household’s water usage. In 
SyRi’s first phase, all residents of certain 
neighbourhoods were investigated. Individuals 
considered “high risk” were flagged for further 
investigation.125  

The system was designed with certain checks in 
place, but these proved to be insufficient. For 
example, the government provided notice of 
the program, but the information was vague 
and provided through a City Bulletin not read 
by populations targeted by SyRi. Citizens could 
find out if their names were on the “risk 
indication” register, but were not told the 
reasons they had been flagged. 
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SyRi became a major public controversy in the 
Netherlands. The breadth and impact of the 
system raised many questions about 
government surveillance, privacy, 
discrimination, and “black box” AI and 
algorithms. For example, Philip Alston, United 
Nations Special Rapporteur on extreme 
poverty and human rights, stated that  

Whole neighbourhoods are deemed 
suspect and are made subject to 
special scrutiny, which is the digital 
equivalent of fraud inspectors 
knocking on every door in a certain 
area and looking at each person’s 
records in an attempt to identify 
cases of fraud, while no such 
scrutiny is applied to those living in 
better off areas.126  

SyRi was challenged in Dutch courts on several, 
related grounds, including lack of notice, 
privacy, lack of explanation, discrimination, 
and the right to social security. The Dutch 
government refused to provide any 
information about how the system worked or 
the source code for fear that individuals could 
“adapt their behaviour.”127 As a result, no one 
could know what data was used, the indicators 
to predict risk, or the innerworkings of the 
algorithm that produces the risk score.128 
Further, it was revealed that SyRi was applied 
primarily against underprivileged, immigrant 
and vulnerable populations.129  

In late 2019, a Dutch court found that the 
government had not found the proper balance 
between government interest in detecting 
fraud and protecting individual privacy rights. 
The lack of transparency was a significant 
factor in the court’s decision.130 As a result, SyRi 
was found to be in contravention of human 
rights and privacy laws.131  

Childcare Benefits Fraud 
There was further AI controversy in the 
Netherlands when it was discovered that 
thousands of parents and caregivers were 
falsely accused of childcare benefit fraud by 

the Dutch tax authorities.132 The scandal led to 
the fall of the Dutch Cabinet in 2021.133  

In 2013, an algorithm to detect fraud in 
childcare benefit applications was introduced. 
The system did not account for insignificant 
errors or good faith mistakes made by 
applicants which led thousands of families 
mistakenly being identified as fraudulent.134 
Families flagged by the system who were 
considered “at risk” of committing fraud had 
their benefits suspended, and had to repay 
large sums of money immediately.135  

To make matters worse, a factor considered by 
the algorithm was whether an applicant was a 
Dutch citizen, and non-Dutch applicants 
received higher risk scores. The Dutch Data 
Protection Authority determined that use of 
citizenship as a factor in childcare allowance 
applications was discriminatory, unnecessary 
and inappropriate.136 Amnesty International 
reported that the use of citizenship as a factor 
amounted to racial profiling:  

The use of nationality in the risk 
classification model reveals the 
assumptions held by the designer, 
developer and/ or user of the system 
that people of certain nationalities 
would be more likely to commit 
fraud or crime than people of other 
nationalities. It is also indicative of 
the tax authorities’ perception that 
there is a link between race/ethnicity 
and crime, as well as an acceptance 
of the practice of generalizing the 
behaviour of some individuals to all 
others who are perceived to share 
the same race or ethnicity.137 

Discovery of the system led to interrogation of 
parliamentarians to find out whether ministers 
were aware of the program.138 Investigations 
concluded that the Rule of Law had been 
violated and the judiciary, the cabinet and the 
House of Representatives were responsible.139 
The controversy led to the fall of the Dutch 
Cabinet in 2021.140 
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The LCO and other organizations have proposed many different legal tools or strategies to ensure legal 
accountability for government AI systems.141 These proposals respond, in part, to the hard lessons 
learned with many early government AI systems, including lessons about bias, “black box” decision-
making, lack of participation, inaccurate systems and secrecy. In so doing, these proposals are 
designed to ensure – or at least facilitate – trustworthy AI systems that promote the benefits of AI 
while minimize its harms.  

In August 2021, the ADA Lovelace Institute, the AI Now Institute and the Open Government 
Partnership produced a report summarizing the lessons learned from what they describe as the “first 
wave” of “algorithmic accountability policy for the public sector.”142 This report, titled Algorithmic 
Accountability for the Public Sector, identified eight policy mechanisms “through which governments 
have sought to achieve algorithmic accountability in the public sector,” including principles and 
guidelines, prohibitions and moratoria, public transparency, impact assessments, audits and 
regulatory inspection, external/independent oversight bodies, rights to hearings and appeals, and 
procurement conditions.143 

The LCO’s April 2021 Issue Paper, Regulating AI: Critical Issues and Choices, set out the first 
comprehensive framework for regulating government AI systems in Canada. That paper recommends 
a comprehensive cascading “mixed model” of regulations, practices and standards the LCO believes 
are needed to address the well-established risks and potential harms of government AI systems.144 The 
LCO report provided a uniquely Canadian analysis of the policy instruments identified in the 
Algorithmic Accountability in the Public Sector report. 

As noted in the LCO's Regulating AI report, the LCO believes there is an urgency to developing 
thoughtful AI regulations, as growing public anxiety (and controversies) about AI and ADM in areas as 
diverse as criminal justice, benefits determination, education, employment, surveillance, consumer 
profiling, and even urban design have led to public expectations about the need for “trustworthy” AI.  

Readers are encouraged to review the LCO’s Regulating AI report for more detailed analysis of these 
issues. For present purposes, however, the LCO will reiterate its earlier recommendations as we believe 
these are a key component of “accountable AI.”  

AI Accountability Through Regulation
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In order to support accountable AI in Ontario, the LCO makes the following recommendations: 

Recommendation 10 

The provincial government’s Trustworthy AI Framework  

should be established in legislation and regulations. The legislation 

should include, but not be limited to, provisions to ensure provincial AI, 

ADM and related systems are transparent, accountable, and legal. 

Legislation should also include provisions that promote access to justice, 

address bias/discrimination, and a requirement to mitigate harms.

Recommendation 11 

 The comprehensive regulatory regime should include: 

• Baseline requirements for all public sector AI, ADM and related 

systems, irrespective of risk.  

• Strong protections for AI and ADM transparency, including disclosure 

of both the existence of a system and a broad range of data, tools and 

processes used by the system. 

• Mandatory “AI Registers”.  

• Mandatory, detailed and transparent AI or algorithmic impact 

assessments, including the identification of prohibited and high-risk 

systems.  

• Explicit compliance with the Charter, human rights legislation and 

administrative law. 

• Explicit requirements to measure, correct and audit/monitor bias in AI 

systems. 

• Data standards. 

• Access to meaningful remedies.  

• Mandatory auditing and evaluation requirements.  

• Independent oversight of both individual systems and government 

use of AI, ADM and related systems generally.
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Both the LCO and the authors of the Algorithmic Accountability for the Public Sector report emphasize 
that AI accountability tools are “nascent, context-specific and that there is no silver-bullet solution to 
hold algorithmic systems accountable.”145 As in many areas of public policy, it will be important for 
policymakers to commit to updating and evaluating the effectiveness of new AI accountability 
measures.

Why regulate AI?  

• Government use of AI and ADM is expanding rapidly.  

• AI and ADM systems can raise significant, novel and systemic risks to human rights, 
procedural fairness and access to justice, including: 

–Risk that AI and ADM systems are racist and discriminatory in their design or 
outcomes. 

–Risk that “black box” systems obscure legal decisions and choices.  

–Risk that systems violate procedural fairness, disclosure, notice, transparency, 
explainability and remedy requirements. 

• Regulation is needed to ensure systems are transparent, explainable, accountable and 
comply with Charter, human rights and administrative law principles.  

• Regulation supports AI innovation and development by promoting trustworthiness, 
fairness and legitimacy of government and justice-system decision-making.  

• Regulation promotes better public services and provides guidance and support to many 
organizations and individuals considering or actively developing AI and ADM systems. 
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The previous section considered regulation as a means to promote AI accountability. This section 
considers “regulation by litigation” issues, including the emerging right to contest AI and related 
access to justice issues.  

The Right to Contest AI 

Government AI regulation proposals are designed to provide a systemic framework for government AI 
decision-making. These proposals typically do not provide rights to challenge an AI tool in individual 
cases.  

The “right to contest” AI is an emerging AI accountability strategy that would enshrine an explicit, 
individual right to contest AI decisions. American scholars Margot Kaminski and Jennifer Urban discuss 
this concept in a recent article.146 Kaminski and Urban note that a freestanding right to contest AI has 
been “largely ignored” in the United States in favor of system-wide regulation.147  

In contrast, Canadian analysts and policymakers have considered ways of enshrining “contestability” 
rights in government AI regulations. For example, in November 2020, the Office of the Privacy 
Commissioner of Canada released a report titled, A Regulatory Framework for AI: Recommendations for 
PIPEDA Reform, which included recommendations that  

…individuals should be provided with a right to contest automated decisions. This 
would apply both to those scenarios where an individual has provided consent for 
the processing of their personal information as well as those where an exception to 
consent was used by the organization. It serves as a complement to the right to 
explanation. 

This right would take a similar approach to Article 22(3) under the GDPR, where in 
certain circumstances an individual can express their point of view to a human 
intervener, and contest the decision, except it would not be limited to decisions 
based “solely” on automated processing as in the GDPR. This ability would reduce 
the risk of algorithmic discrimination or other unfair treatment. The right to 
contest would be in addition to the ability to withdraw consent currently provided 
for in PIPEDA, or a “right to object” which functions in a similar manner. However, 
it is necessary to have both rights, as withdrawal of consent/right to object is an 
all-or-nothing decision, whereas contestation provides individuals with recourse 
even when they choose to continue to participate in the activity for which 
automated decision-making was employed. 148 

Accountable AI Through Litigation
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The Canada ADM Directive does not establish an explicit right to contest automated decisions, but 
states that the Assistant Deputy Minister responsible for a program using an ADM system is 
responsible for: 

6.4.1 Providing clients with any applicable recourse options that are available to 
them to challenge the administrative decision.149 

The Canada ADM Directive’s commitment to “recourse options…to challenge administrative decisions” is 
commendable, but vague. It is not clear what “recourse options” entail, nor what remedies may be 
available. Moreover, while the Canada ADM Directive may acknowledge the ability to challenge 
administrative decisions, it does not actually create a legal right to do so. Rather, as Professor Scassa notes 

While directives are important policy documents within the federal government, 
and while there are accountability frameworks to ensure compliance, the 
requirements to comply with directives are internal to government, as are the 
sanctions. Directives do not create actionable rights for individuals or 
organizations.150 

The Canada ADM Directive may be compared with a recent proposal in Washington State, House Bill 
1655.151 That proposed statute would create explicit appeal rights for individuals affected by AI 
government decisions and require agencies to be able to explain the bases for such decisions.152 The 
Bill would also give any person injured by a “material violation” of the Act (which may include denial of 
any government benefit) a statutory right to institute proceedings against an agency and the right to 
seek injunctive relief, restoration of the government benefit in question, declaratory relief, or a “writ of 
mandate.”153 

The “right to contest” AI is gaining traction internationally. Most notably, section 3 of Article 22 of the 
European Union’s General Data Protection Regulation establishes a right to contest certain decisions 
made by automated decision-making: 

3. In the cases referred to in points (a) and (c) of paragraph 2, the data controller 
shall implement suitable measures to safeguard the data subject’s rights and 
freedoms and legitimate interests, at least the right to obtain human 
intervention on the part of the controller, to express his or her point of 
view and to contest the decision. [Emphasis added.]154  

As Kaminski and Urban note, establishing explicit AI contestability rights would be complicated. For 
example,  

AI decisions are made at speed and at scale—features that in fact can be core 
justifications for using AI in the first place. To impose full judicial process on each AI 
decision would be to impose costs, both monetary and temporal, that might make 
the use of AI unwieldy. What, then, should be done to afford process that is not 
perfect, but instead is good enough?155 

At this point, the LCO is not recommending the adoption of an independent right to contest AI in 
Ontario. There are too many outstanding legal, technical and operational issues to address before we 
take that step. Moreover, the LCO believes there are more important law reform priorities in Ontario at 
this stage, including our recommended regulatory reforms and our recommendations in the areas of 
human rights and administrative law, discussed below. That said, there are important reasons to study 
the” right to contest AI” further and to learn from other jurisdictions.  
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The Relationship Between AI Regulation and AI Litigation  

Discussions about AI contestability inevitably raise questions about the relationship between AI 
regulation, AI litigation and access to justice.  

Systemic AI regulation and individual AI litigation are obviously different kinds of accountability tools: 
Systemic regulation establishes a legal accountability framework for all government AI decision-
making within a jurisdiction. Litigation, on the other hand, is typically a means to challenge individual 
decisions made (or aided) by government AI systems.  

There are many limitations to “regulation by litigation” as an accountability strategy. The LCO’s Criminal 
AI Issue Paper discussed many of these limits at length, concluding that  

Litigation has an important role in regulating AI and algorithms in the criminal 
justice system. Many issues will always be best addressed in open court with the 
benefit of an evidential record and high-quality and experienced counsel…  

Litigation, while obviously necessary to address specific cases, is insufficient to 
address the systemic statistical, technical, policy and legal issues that have been 
addressed in this report so far.156  

The LCO’s analysis emphasized the enormous practical burden placed on individual defendants 
wishing to challenge bail or sentencing decisions based in part on algorithmic risk assessment tools:  

Consider just some of the complex statistical, technical and policy issues that could 
(or should) have been litigated in Loomis or equivalent cases: 

• Is the historic data used to train the COMPAS tool biased, accurate, reliable 
and valid? 

• Are COMPAS risk factors and scores weighed and calculated appropriately?  
• Which communities bear the burden of statistical errors?  
• Are the confidence estimates for COMPAS predictions appropriate? 
• Are COMPAS predictions validated appropriately?  
• Does COMPAS use factors such as education or employment as impermissible 

statistical proxies for race or gender?  

Loomis was a comparatively simple, State-court criminal proceeding in which 
Loomis had already plead guilty. The COMPAS issue arose at sentencing. It is 
inconceivable that Loomis or any other criminal defendant (particularly one 
represented by a public defender/legal aid or self-represented) would be in a 
position to mount an effective challenge to the complex statistical, technical and 
legal issues raised by COMPAS.157  

The LCO subsequently concluded that legal accountability in criminal proceedings depends on both 
regulation of AI/ADM systems and a dedicated remedial regime that allows criminal defendants to 
effectively challenge individual AI/ADM decisions. The LCO warned that failure to adopt such measures 
could add significant barriers for low-income, Indigenous and racialized communities, thus 
compounding the over-representation of these communities in the criminal justice system.  

Not surprisingly, the LCO has concluded that the lack of a dedicated regulatory and remedial regime in 
the civil and administrative law systems creates similar barriers. This is because the same issues arise in 
civil/administrative proceedings as in criminal proceedings: Absent systemic regulation of AI systems, 
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there is an enormous and perhaps insurmountable burden placed on litigants wishing to challenge 
individual AI-based government decisions. As a result, the LCO emphasizes that AI regulation and AI 
litigation are interdependent and that both are necessary to ensure legal accountability.  

There is a further, perhaps underappreciated, relationship between systemic AI regulation and AI 
litigation: Proper regulation reduces litigation risk. This is because regulation significantly increases the 
likelihood that government AI systems will be designed, deployed and monitored with an eye to legal 
principles and requirements. This is yet another way in which thoughtful regulation and protecting 
individual rights complement and support each other.  

The LCO does not want to overemphasis the salutary benefits of “regulation by litigation,” even within 
the context of an appropriate regulatory framework. Even though there is an emerging community of 
practice in the US and Canada devoted to “litigating AI”, it is widely acknowledged that AI litigation is 
likely to be very challenging.158 For example, even extensive disclosure of an AI system may not be 
sufficient to ensure legal accountability because 

…even perfect transparency into an algorithmic system—that is, unfettered 
access to its source code and data and the chance to observe its operation “in the 
wild”91—may not yield accountability in the sense of rendering decisions fully 
legible to data subjects or surfacing all of a system’s flaws.159  

Moreover, irrespective of the level of disclosure, courts and tribunals assessing AI-based decisions may 
be “poorly situated to review the accuracy of the machine learning”160 for several reasons, including  

• Courts’ and tribunals’ potential lack of capacity to assess extraordinarily complex 
technical and statistical evidence; and, 

• The difficulty of providing a remedy for systematic issues within the confines of an 
individual challenge.161 

Finally, an AI system may change dynamically as the system is updated with new data or code. This 
situation may limit the precedential value of a court or tribunal decision if the AI system is significantly 
different at the time a decision is released.  

This is not to say it is impossible that litigation will provide legal accountability for government AI systems 
in individual cases. The LCO strongly acknowledges the ability of courts and tribunals to address complex 
and novel technology issues in individual litigation. Litigating individual systems, however, will not 
provide the systemic legal oversight and accountability that the technology and rights at issue require. Nor 
will individual litigation be successful to address the access to justice challenges summarized below.  

The Access to Justice Challenge  

The LCO’s mandate is to promote access to justice and evidence-based law reform. As a result, we must 
emphasize a significant drawback of “regulation by litigation”: AI litigation places extraordinary legal 
and financial burdens on the individuals wishing to challenge government AI-based decisions.  

Consider the access to justice implications of the following scenarios. The scenarios describe very 
common and important government functions: welfare determinations, bail hearings and child 
protection investigations:  

• A government ministry has denied or cut off welfare benefits to a low-income 
Ontarian because a government AI risk assessment has predicted that she may be a 
high risk of fraud.  
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• A low-income, Black accused has been charged with assault. A provincial Crown is 
seeking to deny bail because a government AI risk assessment tool has predicted the 
accused is a high risk to either re-offend or to fail to appear at the bail hearing.  

• An Indigenous child has been identified as being at high risk of suffering violence 
within his family. This assessment was made by a local child welfare agency relying, in 
part, on an AI system. The agency has begun an investigation into the family which 
may lead to further proceedings.  

These scenarios are neither hypothetical nor improbable. Each one is based on a current example of 
an AI system widely used by governments in other jurisdictions that have been deployed for valid 
government objectives (fraud prevention, public safety and prevention of harm to a child).162 In each 
case, the government AI system aggregates data from multiple data sources, embeds complex 
government policies into potentially millions of lines of code, and uses complex statistical modelling 
to weigh multiple variables to arrive at an individual risk score that is used to make, or inform, a 
government decision about an individual.  

How can the individuals in these scenarios mount a meaningful challenge to the complex statistical, 
technical and legal issues raised in each example? A partial list of potentially relevant issues in each 
case might include: 

• Is the data used to train the AI system biased, accurate, reliable or valid? 
• Are the system’s risk factors valid?  
• Are the system’s variables weighed and calculated appropriately?  
• Does the system’s code accurately reflect complex government policies?  
• Is the system’s operation or output understandable? 
• Is the system accurate?  
• Is the system testing and validation appropriate? 

Challenging these complex issues in court or at a tribunal would be difficult under any circumstances, 
even assuming the challenging party had high quality, fully funded and technologically competent 
legal representation. These challenges would undoubtedly be significantly worse for under- or 
unrepresented litigants. 

The legal and social implications of this analysis are worrisome. It is possible that only the best 
resourced and most sophisticated litigants will be able to challenge many AI-based government 
decisions. Absent positive initiatives, government AI decision-making may add significant new access 
to justice barriers to low-income, marginalized, Indigenous, and racialized communities, thus 
compounding the over-representation of these communities in Ontario’s justice system. 
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Some key questions about government AI decision-making 

 The LCO's AI research has revealed consistent questions, issues, themes and principles 
affecting government AI systems. This table is a high-level summary of some of these key 
questions and issues. 

Participation  
        • Are the public and stakeholders involved in the design, development, deployment, 

and oversight of the AI system? Is that participation meaningful? 

Disclosure/Notice  
        • What types of government AI systems must be disclosed?  
        • What information will be disclosed? 
        • Will disclosure be both substantive and accessible?  
        • Will persons affected by an AI system be notified of its use?  

Transparency  
        • Is the system sufficiently transparent to ensure the public understands its purpose, 

potential impact, operation, and evaluation?  
        • Is the system sufficiently transparent to meet or exceed legal procedural fairness 

standards and to ensure legal accountability?  

Prohibitions, Risks and Harm Mitigation 
        • Should the system be prohibited due to systemic risks to legal rights and vulnerable 

populations? 
        • How is an AI system’s risk assessed? And by who? 
        • Once a system’s risk is identified, how will that risk be mitigated or eliminated?  

Explainability and Reasons 
        • Can the operation and outcome of an AI system be explained to the public? 
        • Do AI decisions meet or exceed legal substantive fairness standards and ensure legal 

accountability?  

Discrimination  
        • Does the AI system discriminate against vulnerable or human rights-protected 

populations?  
        • What steps will be taken to mitigate or eliminate the risk of discrimination?  
        • Is there regular testing and evaluation for bias? 
        • Does the system meet or exceed Charter or human rights legal standards? 

Data Accuracy, Reliability, and Validity 
        • Is the data used to train an AI system accurate, reliable, and valid? 

Human-In-The-Loop/Discretion 
        • Is there a “human-in-the-loop” reviewing a system’s output and ensure oversight?  
        • Do human decision-makers have meaningful discretion to overturn or alter AI-based 

decisions or recommendation? 
        • How is automation bias addressed? 

Evaluation and Monitoring 
        • How will system administrators and the public know the system is effective and legal? 
        • Is there an evaluation plan for the entire lifecycle of the system? 
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Most analysis of government AI systems to date has focused on AI decision-making in the criminal 
justice system or on specific technologies, such as facial recognition systems. This situation is 
beginning to change, however, in response to the growing use of these technologies to aid non-
criminal government decision-making.  

The remainder of this paper considers AI accountability in key areas of human rights, administrative 
law, privacy law and civil procedure. Government decisions in these areas range from minor, 
inconsequential decisions to major decisions affecting significant personal rights and interests. The 
Supreme Court of Canada has acknowledged that administrative decision-making is “one of the 
principal manifestations of state power in the lives of Canadians.”163  

Human Rights

Introduction  

Human rights have been a transcendent issue in 
AI design, development, operation, and oversight 
across the world for many years.164 The Toronto 
Declaration Protecting the Right to Equality in 
Machine Learning states the issue clearly: 

As machine learning systems 
advance in capability and increase 
in use, we must examine the impact 
of this technology on human rights. 
We acknowledge the potential for 
machine learning and related 
systems to be used to promote 
human rights, but are increasingly 
concerned about the capability of 
such systems to facilitate 
intentional or inadvertent 
discrimination against certain 
individuals or groups of people. We 
must urgently address how these 
technologies will affect people and 
their rights. In a world of machine 
learning systems, who will bear 
accountability for harming human 
rights?165 

Although the human rights implications of AI 
are complicated and evolving, there is general 
agreement that human rights are crucial in the 
development of AI. There is also agreement 
that policymakers must move beyond recital of 
principles and focus operationalizing human 
rights compliance.  

This section has two parts:  

First, we identify the key human rights 
concerns, unanswered questions and legal 
gaps that arise when claimants want to 
challenge an AI system on human rights 
grounds.  

Second, we identify many promising strategies 
for building human rights compliance and 
accountability into government AI systems. 
These strategies, when combined with the 
many strengths of Ontario’s human rights 
system, suggest a promising path forward.  

The LCO reiterates that the focus of this paper 
is on human rights and AI systems in the public 
sector. Human rights in private sector AI 
systems raise somewhat different issues and 
are not addressed here.  



41

HUMAN RIGHTS

How Can AI Systems Affect Human 
Rights? 

The use of AI systems can trigger a wide range 
of human rights issues. For example, 
surveillance technology can affect rights to 
privacy, freedom of expression or freedom of 
movement;166 AI systems can restrict an. 
restrict an individual’s autonomy, quality of life, 
or deny important benefits (such child welfare 
risk assessments or health care 
determinations). Finally, AI systems can 
increase barriers for people with disabilities if 
they are designed without considering 
accessibility.167  

These issues are worthy of thoughtful analysis. 
In this paper, however, the LCO concentrates on 
government AI systems that may contravene 
the bias and discrimination provisions of the 
Ontario Human Rights Code and the Charter. The 
Partnership on AI, a leading American AI 
research institute, notes 

A central concern with the rise of 
artificial intelligence (AI) systems is 
bias. Whether in the form 
of criminal “risk assessment” 
tools used by judges, facial 
recognition technology deployed by 
border patrol agents, or algorithmic 
decision tools in benefits 
adjudication by welfare officials, it is 
now well known that algorithms 
can encode historical bias and 
wreak serious harm on racial, 
gender, and other minority 
groups.168  

AI systems can be biased or discriminatory 
against individuals on the grounds of race, age, 
disability, sex, family structure or other 
protected grounds.169 Bias in an AI system can 
also intersect across multiple grounds at once. 
Equally troubling, bias is often embedded, 
unexpected, undetected and coupled with the 
perception that machines are objective. 

Discrimination can occur in the design of an AI 
system for many reasons, including the 
developer’s personal bias or assumptions;170 
reliance on factors that correlate with bias 
(such as location data that correlates with race 
or employment data that correlates with 
gender);171 or reliance on training data that is 
discriminatory.172  

The most common human rights criticism of AI 
is the potential use of biased data. In these 
circumstances, because the training data or 
“inputs” used by an AI or algorithm (such as 
arrest, conviction, child welfare, education, 
employment or “fraud” data) may themselves 
be the result of biased practices, the results or 
outputs of an AI or algorithmic system may also 
be biased. In other words: “bias in, bias out.”173  

For many, the “bias in, bias out” argument is 
conclusive proof that AI or algorithmic tools 
should never be used in government decision-
making. In this view, AI and ADM systems are 
often “a sophisticated form of racial profiling.”174 
For others, AI or algorithmic tools are valuable 
because they have the potential to reveal 
systemic bias and discrimination. For example, 
many scholars and advocates believe that 

With the appropriate requirements 
in place, algorithms create the 
potential for new forms of 
transparency and hence 
opportunities to detect 
discrimination that are otherwise 
unavailable. The specificity of 
algorithms also makes transparent 
tradeoffs among competing values. 
This implies algorithms are not only 
a threat to be regulated; with the 
right safeguards, they can be a 
potential positive force for equity.175 

The contrast between these perspectives – AI 
as perpetuating bias versus AI as revealing bias 
– runs through entire AI and human rights 
debate.  
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To its credit, the Government of Ontario has 
addressed this issue forthrightly: The 
government’s 2019 discussion paper, 
Promoting Trust and Confidence in Ontario’s 
Data Economy,176 establishes promoting trust 
and confidence in the government’s use of AI 
systems as the first of three pillars of the 
Ontario Data Strategy.177 The paper notes bias 
and discrimination as a threat or risk associated 
with “data-driven practices” and links bias with 
“black box” concerns. The government’s 
discussion paper provides two examples of 
algorithmic bias: 

• An algorithm used to make an 
administrative decision assigns undue 
weight to a characteristic leading to 
discrimination against a certain group. 

• A machine learning algorithm 
optimizes for numerically dominant 
groups in a training dataset, excluding 
data at the margins which represent a 
marginalized group.178 

The “bias in, bias out” issue is the best-known 
AI bias issue, but not the only one. 
Discrimination and bias issues can also arise in 
questions regarding statistical “metrics of 
fairness”, AI or algorithmic scoring, and 
automation bias, to name a few.179 The effect of 
technology on bias can be subtle but 
significant. For example, AI may increase 
barriers for people with disabilities if systems 
are built without considering accessibility, or if 
they misinterpret a disability as cheating, an 
anomaly, or a red flag.180  

This report will not repeat the LCO’s earlier 
“data discrimination” analysis and 
recommendations.181 Nor will the report 
discuss the many data science or technical 
initiatives designed to address bias in AI 
systems.182 Rather, the LCO’s focus here are the 
legal issues that arise from potentially 
discriminatory AI systems used by 
governments and public agencies in Ontario. 

The legal system’s ability to identify, litigate, 
and remedy discriminatory AI systems is crucial 
to establishing legally accountable AI in 
Ontario. Accordingly, this section discusses 
how Ontario laws of discrimination apply to AI, 
gaps in those laws, and steps policymakers and 
AI developers can take to mitigate 
discrimination.  

Human Rights Law in Ontario 

Ontarians’ human rights are protected by the 
Human Rights Code (the Code),183 the Canadian 
Human Rights Act 184 and the Canadian Charter 
of Rights and Freedoms (the Charter).185 The 
Code focuses on equality and freedom from 
discrimination. The Charter is broader in scope. 
In addition to the right to equality and 
freedom from discrimination, it includes rights 
to liberty, to a fair trial, freedom of expression, 
freedom of mobility, among others.  

Both the Charter and the Code protect 
individuals and groups from discrimination 
based on enumerated grounds such as 
disability, race, sex, age, and religion.186 The 
Code applies to everyone in Ontario, including 
public and private entities, and focuses on 
social areas such as jobs, housing, services, 
unions and contracts. 187 The Canadian Human 
Rights Act protects against discrimination in 
federal jurisdiction, including discrimination in 
the federal government/programs and the 
federally-regulated private sector, including 
banking, railways and airlines. The Charter 
applies only to government action.  

In Ontario, human rights are enforced through 
the Ontario Human Rights Tribunal and 
Ontario courts. The Ontario Human Rights 
Commission (OHRC) works to prevent 
discrimination and advance human rights 
through education, policy development, public 
inquiries and litigation.  
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Strengths in Ontario’s Human Rights 
Framework 

Ontario’s existing human rights framework has 
many strengths for addressing AI-related 
discrimination issues:  

First, the Code and Charter apply to decisions 
made by government that affect a person’s 
rights. AI systems that make or aid government 
decision-making will therefore be subject to 
the Charter and Ontario’s human rights 
legislation.  

Second, courts have interpreted the Code and 
the Charter to address “substantive equality.”188 
This suggests that under human rights law, 
government AI systems will be assessed in 
light of their impact on individuals and 
communities affected by a system189 and 
whether a system in its entirety (including 
data, weighting, factors, outcome etc.) 
addresses people’s circumstances, historic 
experiences, and ongoing barriers.190 

Third, it is not necessary for discrimination to 
be intentional to contravene Ontario’s human 
rights laws. Human rights law in Ontario 
protects against indirect discrimination. In 
other words, where a system, law or policy is 
equal on its face, but in practice has a 
discriminatory effect, the system can violate 
human rights laws.191 This means governments 
are not shielded from human rights liability 
because an AI system’s developers or 
administrators did not know the system was 
discriminatory.  

Fourth, it is not necessary for discrimination to 
affect all members of a protected group in the 
same way. The Supreme Court of Canada has 
said that “The fact that discrimination is only 
partial does not convert it to non-
discrimination.”192 For example, a plan which 
denies benefits during pregnancy is 
discriminatory on the basis of sex, even if it 
only applies to “women who are pregnant” and 
not all women.193 

Fifth, the constitutional status of the Charter 
and quasi-constitutional status of the OHRC194 
mean they take precedence over other laws 
and regulations if there is a conflict. Human 
rights laws are to be given a large and liberal 
interpretation to ensure they are upheld and 
exceptions to human rights protections are to 
be “narrowly construed.”195 

Sixth, the Ontario Human Rights Commission 
can draft policy guidelines196 or be added as an 
intervenor/party to a test case where new law 
is likely to be made. 197 The Ontario Human 
Rights Tribunal has sweeping inquiry powers198 
and can go beyond restitution for an individual 
and order respondents to correct systemic 
issues.199 

Finally, Ontario has a broad and capable 
network of NGOs, community legal clinics, 
lawyers, judges, tribunal members and many 
others dedicated to protecting human rights 
across the province.  

Challenges and Unresolved Legal 
Issues in Ontario’s Human Rights 
Framework  

Notwithstanding these strengths, the LCO 
believes there are many challenges and 
unresolved legal issues in Ontario’s human 
rights framework governing AI systems. Many 
of these challenges/questions are systemic; 
others arise in the context of human rights 
litigation.  

Before beginning this analysis, it is important 
to set out the basic legal elements necessary to 
prove discrimination in Ontario. To establish 
legal discrimination, a claimant must show: 

• They have a characteristic protected by 
the Code or Charter (e.g., race, age, sex); 

• They experienced adverse treatment or 
impact; and  

• The protected characteristic was a factor  
in adverse treatment or impact.200 
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When litigating an AI-based discrimination 
claim, an applicant must make out a prima 
facie case on a “balance of probabilities.” Once 
a prima facie case is established, the burden 
shifts to the respondent to justify the conduct 
within the framework of the exemptions 
available under the Code,201 or in the context of 
a Charter claim, whether the discrimination can 
“be justified in a free and democratic 
society.”202 

Using this framework to protect human rights 
in government AI raises many new issues and 
is likely to be challenging. The following 
discussion addresses several relevant issues, 
including 

• The difficulty of identifying and proving 
systemic discrimination in AI cases 

• Unresolved and novel data and 
statistical issues 

• Unresolved issues regarding 
accommodation in AI systems 

• Access to justice challenges, especially 
for self-represented litigants  

The Supreme Court has described 
discrimination as a “distinction” relating to 
personal characteristics of the individual or 
group, which has the effect of imposing 
burdens, obligations, or disadvantages on such 
individual or group not imposed upon others, 
or which withholds or limits access to 
opportunities, benefits, and advantages 
available to other members of society.203 

The Ontario Human Rights Commission 
defines systemic discrimination as including 
the following three elements: (i) patterns of 
behavior, policies or practices; (ii) part of the 
social or administrative structures of an 
organization; and (iii) position of relative 
disadvantage created for persons identified by 
the Code.”204  

Based on these definitions, discrimination in 
government AI systems is likely to fulfill the 
OHRC’s definition of systemic discrimination 
for the following reasons:205 AI systems are 

designed to detect patterns and categorize 
information based on these patterns; 
government use of an AI system would be a 
policy or a practice and its consistent 
application would make it part of the 
administrative structure of the organization; 
and AI systems may categorize on the basis of 
prohibited grounds, even though they are not 
designed to. 

Proving Systemic Discrimination 

Even in normal circumstances, systemic 
discrimination is difficult to establish due to 
several factors:  

• Systemic discrimination can take 
many forms and is potentially 
undetectable to those unaffected. 
The Supreme Court and Human Rights 
Commissions recognize that 
“disadvantage arises from the way in 
which society treats particular 
individuals, rather than from any 
characteristic inherent in those 
individuals”206 and that “discrimination 
may be based as much on other people’s 
perceptions, myths and stereotypes, as 
on the existence of any actual 
[characteristic of] the individual.”207 

• Human rights and equality law is 
complex. Human rights and equality 
law is often confounding, even to 
constitutional law scholars and human 
rights experts.208 Judicial analysis of 
discrimination is contextual, purposive, 
flexible, varied and broad.209  

• Evidential standards can be 
challenging. Establishing evidence to 
prove systemic discrimination is 
challenging for many reasons. As a 
starting point, discrimination is often 
not overt and can be imperceptible to 
those unaffected. Discrimination that is 
inadvertent – action that is neutral on its 
face, but indirectly burdens one 
population more so than others – can 
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be very difficult to prove. Second, 
information and knowledge about a 
“system” may be unavailable to a 
plaintiff. Assembling evidence about a 
system is resource intensive and often 
requires considerable data and research.  

Courts and tribunals recognize evidentiary 
challenges faced by plaintiffs in discrimination 
cases.210 The evidentiary bar to establish a 
prima facie case of discrimination is unclear. 
Some courts describe the threshold as 
“extremely low”211 or “not high”.212 Others, 
however, suggest the bar for proving systemic 
discrimination is quite high.213  

Requirements for evidence in discrimination 
cases has evolved. Most recently, in Fraser the 
Supreme Court sought to clarify the evidence 
required for a party to prove indirect 
discrimination. Justice Abella stated that courts 
will look at: 

(i) Evidence about the situation of the 
claimant group, including the 
physical, social, cultural or other 
barriers.214 Issues which 
predominantly impact certain 
populations may be under-
documented, and courts may have to 
rely more heavily on claimant’s own 
evidence or evidence from other 
members of their group, rather than 
on government reports, academic 
studies, or expert testimony.215  

(ii) Evidence about the law, including 
evidence that may provide proof that 
members of a protected group are 
disproportionately impacted.216 In 
this manner, courts will look to 
evidence about the results of the 
impugned law or government action, 
including statistics. The goal of 
statistical evidence is to establish a 
“disparate pattern of exclusion or 
harm that is statistically significant 
and not simply the result of 
chance.”217  

The weight given to statistics depends 
primarily on quality and methodology.218 There 
is no “universal measure” for what level of 
statistical disparity is necessary to demonstrate 
disproportionate impact.219 The statistics must 
show a pattern that is significant and not just 
“the result of chance”.220 

Justice Abella clarifies that ideally claimants 
will produce both kinds of evidence, but there 
may be some circumstances where both types 
are not required.221  

As discussed above, the framework for making 
a prima facie case of discrimination requires 
the applicant to show that the protected 
characteristic was a “factor” in the adverse 
treatment,222 or that the differential treatment 
was “based” on a protected ground.223 In 
Fraser, Justice Abella clarified that as long as a 
claimant demonstrates disproportionate 
impact on a protected group, they need not 
also prove that there is a causal link between 
the two.224 There does, however, need to be 
some nexus between the protected ground 
and adverse impact.225 Even without having to 
show a “casual link”, this standard can still 
prove to be a significant evidentiary challenge 
in systemic discrimination cases.226  

AI and Systemic Discrimination  

Proving systemic discrimination in any case is 
difficult. Establishing systemic discrimination 
in AI cases is likely to be harder still. Professor 
Teresa Scassa states that  

…in order to establish 
discrimination [in an AI system], it 
will be necessary either to 
demonstrate discriminatory 
impacts or effects, or to show how 
the algorithm itself and/or the data 
used to develop it incorporate 
biases or discriminatory 
assumptions.227  
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This will be a difficult burden to meet. AI adds 
complexity to existing systemic discrimination 
issues and raises several novel and difficult 
questions, including:  

• The unique features of government AI 
decision-making (speed, scale, the 
“black box”, complexity, embedding 
decisions into code, data issues, etc.) 
mean that identifying (or suspecting) 
systemic discrimination may be difficult.  

• The opacity and confidentiality of an AI 
system/data may mean that a plaintiff 
cannot access relevant evidence.  

• The statistics needed to show that an AI 
system has a disproportionate impact 
on certain populations will require 
records which may not be available to a 
plaintiff or maintained at all.  

• Technical information about an AI 
system may be unrelatable or 
uninterpretable to plaintiffs, counsel 
and triers-of-fact. For some AI systems, 
outcome data may not be explainable 
even to the persons or organizations 
that designed, built and operated the 
system.  

• Systems are constantly changing and 
being updated. As a result, the data or 
systems being challenged may be out 
of date at the time of litigation. 

• It may be difficult to establish a link 
between the AI system and 
government decisions affecting 
individuals, especially if the system is 
opaque or unexplainable.228  

The sum of these challenges is that meeting the 
systemic discrimination evidential burden in 
government AI cases will very likely require 
considerable resources, extensive disclosure and 
technical expertise. This emphasizes the need for 
regulation as some of these challenges can be 
overcome through regulation. For example, if 
operators of AI systems are required to test, audit 
and validate their systems throughout its life 
cycle and disclose the results, biased systems 

may be uncovered prior to deployment. In some 
ways, AI may make it easier to show statistical 
disparity in systemic decision-making.  

Unresolved and Novel Statistical 
Issues  

In addition to the statistical issues discussed 
above, AI controversies in the United States 
have highlighted little known but important 
questions concerning the “metrics of 
fairness.”229 Canadian courts and tribunals may 
need to address similar issues as part of their 
human rights analysis of government AI 
systems.  

The highest profile illustration of the “metrics 
of fairness” issue is the COMPAS controversy in 
the United States. COMPAS was an algorithmic 
tool used by many American jurisdictions to 
predict recidivism in U.S. bail and sentencing 
proceedings.230 In 2016, ProPublica, an 
American investigative journalism 
organization, published an article titled 
“Machine Bias” that summarized ProPublica’s 
research on the use of the COMPAS risk 
assessment tool to inform criminal sentencing 
in Broward County, Florida.231 The ProPublica 
article was damning: 

…We also turned up significant 
racial disparities…In forecasting 
who would  
re-offend, the algorithm made 
mistakes with black and white 
defendants at roughly the same rate 
but in very different ways. 

The formula was particularly likely 
to falsely flag black defendants as 
future criminals, wrongly labeling 
them this way at almost twice the 
rate as white defendants. 

White defendants were mislabeled 
as low risk more often than black 
defendants.232 
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ProPublica concluded by stating that COMPAS 
was “biased against blacks” because Black 
defendants were over-classified as risky.233 The 
ProPublica analysis was vigorously debated on 
both methodological and policy grounds.234 
Nevertheless, the ProPublica article 
“supercharged” the emerging debate on risk 
assessments and racial bias.235  

The COMPAS controversy demonstrated how 
different measures of statistical fairness are 
crucial in determining whether an algorithm or 
AI system should be considered discriminatory 
or race-neutral. The controversy also 
demonstrated that the burden for an 
algorithm’s or AI system’s statistical errors may 
not be shared equally: a statistical measure 
that over-classifies racialized accused as risky 
may effectively replicate (or worsen) existing 
patterns of racial disparity.  

The American discussion about the 
relationship between statistical measures of 
fairness and legal principles is just beginning. 
This debate is unlikely to be resolved soon or 
conclusively, as there appear to be at least six 
different statistical measures that can be used 
to evaluate some algorithmic tools.236  

At this point there is no clear framework for 
how to evaluate measures of equality in 
statistics or how to evaluate if an AI system or 
algorithm is biased or not. According to 
Professor Sandra Mayson, “[American] law 
provides no useful guidance about which 
[statistical measure] to prioritize.”237 Professor 
Aziz Huq goes further, stating that American 
constitutional law “provides no credible 
guidance “as to how to assess racial equity in 
algorithmic risk assessments.238  

Policymakers, courts, tribunals, lawyers, human 
rights experts and technologists in Ontario 
should monitor the American debate, but be 
cautious about its implications in Canada.  

One of the challenges with trying to measure 
statistical “fairness” is the inherent complexity of 

measuring a concept that is multi-faceted and 
subjective. In some respects, the lack of a clear 
metric to measure fairness in AI and algorithms 
accords with current Canadian human rights 
jurisprudence. The Supreme Court of Canada has 
stated that there is no “universal measure” for 
what level of statistical disparity is necessary to 
demonstrate disproportionate impact.239 
Statistics must show a pattern that is significant 
and not just “the result of chance.”240 The weight 
given to statistics also depends on quality and 
methodology.241 

Although there may be benefits to creation of 
a standard for how to measure discrimination 
in AI, there are pitfalls as well. The Supreme 
Court has clearly stated that “…the Court 
should not…craft rigid rules” to determine a 
“universal measure for what level of statistical 
disparity is necessary to demonstrate that 
there is a disproportionate impact.”242 Justice 
Abella’s reasoning in Fraser can apply also in 
the context of AI systemic discrimination 
claims: Data can produce numbers which seem 
on their face to be clear and neutral, but do not 
address nuances in the human experience. 
Data may or may not include information 
about protected characteristics.  

The LCO does not believe that explicit or 
numerical “standards” to assess bias in AI 
should be created at this time. However, 
discussions about monitoring and auditing AI 
for bias should include analysis of how to 
reconcile the complexities of statistical 
measures of fairness in AI systems with legal 
analysis of disproportionate impact. 

Accommodation in Government AI 
Systems 

Applying a human rights framework to 
government AI systems will require courts and 
tribunals to consider accommodation issues.  

At present, courts and tribunals apply a three-
part test to assess whether a discriminatory 
action can be justified:243  



HUMAN RIGHTS

48

• The discriminatory rule or action must 
have a purpose or goal that is rationally 
connected to the function being 
performed. 

• A reasonable and bona fide justification 
for discrimination requires “an honest 
and good faith belief in the necessity of 
the rule. 244  

• The discriminatory action must be 
reasonably necessary. Under this 
section the defendant must show that 
it is impossible to accommodate the 
claimant without undue hardship. 245  

Tribunals and courts will have to determine 
how to apply this test in the context of 
litigating an AI system. In so doing, tribunals 
and courts will be challenged to answer several 
complex and vexing questions, including:  

• Can a government AI system that is 
shown to discriminate on enumerated 
grounds ever be necessary or permitted?  

• How can governments demonstrate 
that not using an AI system would 
cause undue hardship?  

• Can reasonable accommodation 
requirements be met with an AI system 
opt-out procedure?  

In the case of a Charter violation, governments 
will have the opportunity to argue that the 
breach is “justified in a free and democratic 
society.”246 In these circumstances, courts will 
need to balance the severity of the discrimination 
against the program’s statutory objectives.247  

Where an AI system is operating pursuant to an 
administrative body’s enabling statute, AI 
decisions or recommendations are likely to be 
described as an exercise of administrative 
discretion. A Charter challenge to 
administrative decision maker’s exercise of 
discretion are assessed through a modified 
framework. 248 Judicial review of these 
decisions focusses on proportionality.249  

Some scholars believe the proportionality test 
makes it too easy for government to defend 

Charter breaches.250 The proportionality test is 
also criticized for lacking clarity251 or because it 
is applied unpredictably.252 The paucity of 
cases challenging administrative discretion on 
Charter grounds could also suggest that “there 
are a great number of cases that engage in a 
‘conspiracy of silence’ where counsel – likely 
making a calculated, cost-saving decision 
based on experience and expertise – elects not 
to raise a Charter argument.”253  

It is worth noting that statutes that may be 
interpreted in a manner that violates the Charter 
are constitutionally valid.254 Courts can select to 
interpret an overbroad or ambiguous statute as 
constitutional.255 Scholars have argued that this 
constitutional presumption “can complicate 
Charter litigation for the litigant”256 because 
litigants in these circumstances can only access 
personal remedies.  

This analysis suggests that litigants may face an 
uphill battle obtaining systemic remedies 
against AI systems. For example, if a party is 
seeking to have an AI-related provision 
declared unconstitutional, it will likely be 
insufficient to simply show that a government 
AI system could breach the Charter.  

Other AI and Human Rights Issues  

Finally, the LCO wants to highlight two further 
AI and human rights issues that may arise in AI 
cases: intersectionality and AI used as an 
investigatory or research tool.  

Intersectionality  

People who identify with more than one 
enumerated ground face a complexity of 
prejudices that can be unique to their 
circumstances. Although there is currently no 
explicit recognition of intersectionality in the 
Code 257 individuals can assert claims in respect of 
each protected ground, and the Tribunal accepts 
the vulnerability of intersecting Code grounds.258 
The Tribunal recognizes the difficulty in arguing 
and proving this type of discrimination.259  
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The challenge of intersectionality in human 
rights law is likely to be amplified with AI 
systems in two ways. First, it may be impossible 
to decipher or understand how the output 
from certain AI systems is prejudicial or 
discriminatory to individuals who cross 
multiple enumerated grounds. Second, 
disadvantaged and marginalized members of 
society are likely to be more heavily impacted 
by AI systems. For example, some individuals 
or communities could be affected by AI 
systems used in policing, child welfare and 
social benefits. The impact AI will have on 
these individuals and communities could be 
very significant. 

AI as an Investigatory or Research Tool 

There is grey area regarding how human rights 
law could apply to government AI systems that 
do not directly affect an individual, including 
AI used to identify or prioritize investigations, 
to inform research or policy decisions, or for 
internal government management. For 
example, governments are increasingly using 
AI systems to prioritize investigations for 
regulatory violations, to identify tax records to 
audit, or to identify potential securities 
violations. The U.S. Securities and Exchange 
Commission is a notable leader in this field.260  

These applications potentially raise human 
rights concerns, even though their impact on 
individuals or communities may not be readily 
apparent. Government use of AI in these 
contexts should be used thoughtfully so not to 
embed undetected or unknown 
discrimination, especially when there is little 
transparency or redress for individuals who 
may be affected.  

Strategies to Promote Human Rights 
in Public AI Systems 

AI bias raises the question of how the 
developers and administrators of government 

AI systems can design and maintain systems to 
minimize or avoid discrimination. 

In January 2022, the Ontario government 
released Beta Principles for the ethical use of AI 
and data enhanced technologies in Ontario.261 
The Beta Principles explicitly state that “Data 
enhanced technologies should be designed 
and operated in a way throughout their life 
cycle that respects the rule of law, human 
rights, civil liberties, and democratic values. 
These include dignity, autonomy, privacy, data 
protection, non-discrimination, equality, and 
fairness.” 

These are easy recommendations to make. 
They are a challenge to operationalize.  

In late 2021 and early 2022, the LCO ran a 
series of workshops on AI, legal issues and 
regulatory considerations with government 
policymakers, operational staff and AI 
developers. Bias, discrimination and human 
rights law was of considerable interest to all 
participants. There was a consensus about the 
importance of designing and operating AI 
systems free from discrimination, but many 
uncertainties about how to achieve this 
objective. The sessions considered many of the 
issues highlighted in this section: What human 
rights laws apply? What do human rights laws 
mean in practice? How can these legal 
principles be incorporated into the design, 
development, deployment and oversight of 
government AI systems?  

This section summarizes an early set of 
initiatives and strategies to build “human rights 
by design” into government AI systems and to 
ensure human rights accountability for systems.  

It is important to note that these questions are 
being addressed by experts around the 
world.262 The LCO’s focus is on Ontario, 
however, and steps developers and 
policymakers in this province can take to 
ensure human rights compliance and legal 
accountability.  
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Potential strategies include: 

Public Participation 
Some of the notable proposals suggested for 
achieving human rights accountability and 
compliance include ensuring tools are 
designed with input from members of the local 
community, including, but not limited to:  

• Independent data scientists. 
• Community groups focused on 

racial justice. 
• Establishing community advisory 

boards. 
• Regular training on tools. 

Constitutional or Human Rights Provisions  
Several jurisdictions have adopted or 
considered explicit legislative commitments to 
ensure AI and ADM systems are compliant with 
constitutional law or anti-discrimination 
statutes. These provisions may include 
legislative findings, preambles or explicit 
provisions stating that an AI or ADM system 
must comply with constitutional principles or 
anti-discrimination legislation. For example, 
Washington State House Bill 1655 includes 
provisions that  

A public agency may not develop, 
procure, or use an automated decision 
system that discriminates against an 
individual, or treats an individual less 
favorably than another, in whole or in 
part, on the basis of one or more 
[enumerated] factors… 

Data Disclosure Requirements 
Many of the proposals and options promoting 
greater disclosure of AI and ADM systems are 
designed to reduce bias and discrimination. 
Regulatory proposals that explicitly require 
disclosure of data are directly linked to concerns 
about the potential impact of racialized data in 
AI and ADM systems.  

Accordingly, many of the proposals for 
addressing bias and discrimination require 
comprehensive disclosure of the data and 
variables used to train, calibrate, and operate 
AI and ADM systems. Data disclosure 
requirements could include: 

• Training data 
• Description of design and testing 

policies and criteria 
• List of factors that tools use and how 

they are weighted 
• Thresholds and data used to determine 

labels for scoring 
• Outcome data used to validate tools 
• Definitions of what the instrument 

forecasts and for what time period 
• Evaluation and validation criteria and 

results 

Human Rights or Bias Impact 
Assessments/Best Practice Guidelines 
In addition to the proposals discussed above, 
there are many emerging best practices for 
addressing bias and discrimination in AI and 
ADM systems. 

For example, the European Commission’s High Level Expert Group’s Assessment List includes a 
questionnaire.263 Key excerpts include:  

Avoidance of Unfair Bias  
• Did you establish a strategy or a set of procedures to avoid creating or reinforcing 

unfair bias in the AI system, both regarding the use of input data as well as for the 
algorithm design?  

• Did you consider diversity and representativeness of end-users and/or subjects in the 
data?  

• Did you test for specific target groups or problematic use cases?  
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            – Did you research and use publicly available technical tools, that are state-of-the-
art, to improve your understanding of the data, model and performance?  

                 – Did you assess and put in place processes to test and monitor for potential 
biases during the entire lifecycle of the AI system (e.g., biases due to possible 
limitations stemming from the composition of the used data sets (lack of 
diversity, non-representativeness)?  

                 – Where relevant, did you consider diversity and representativeness of end-users 
and or subjects in the data?  

• Did you put in place educational and awareness initiatives to help AI designers and AI 
developers be more aware of the possible bias they can inject in designing and 
developing the AI system? 

• Did you ensure a mechanism that allows for the flagging of issues related to bias, 
discrimination or poor performance of the AI system?  

                – Did you establish clear steps and ways of communicating on how and to 
whom such issues can be raised?  

                – Did you identify the subjects that could potentially be (in)directly affected by 
the AI system, in addition to the (end-)users and/or subjects? 

•  Is your definition of fairness commonly used and implemented in any phase of the 
process of setting up the AI system?  

                – Did you consider other definitions of fairness before choosing this one?  

                 – Did you consult with the impacted communities about the correct definition of 
fairness, i.e., representatives of elderly persons or persons with disabilities?  

                 – Did you ensure a quantitative analysis or metrics to measure and test the 
applied definition of fairness?  

                  – Did you establish mechanisms to ensure fairness in your AI system?264 

Another example is from the Brookings Institution, who developed a template “Bias Impact 
Statement”265 with the following questions: 

What will the automated decision do? 

Who is the audience for the algorithm and who will be most affected by it? 
Do we have training data to make the correct predictions about the decision? 
Is the training data sufficiently diverse and reliable? What is the data lifecycle of the 
algorithm? 
Which groups are we worried about when it comes to training data errors, disparate 
treatment, and impact? 

How will potential bias be detected? 

How and when will the algorithm be tested? Who will be the targets for testing? 
What will be the threshold for measuring and correcting for bias in the algorithm, 
especially as it relates to protected groups? 
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What are the operator incentives? 

What will we gain in the development of the algorithm? 
What are the potential bad outcomes and how will we know? 
How open (e.g., in code or intent) will we make the design process of the algorithm to 
internal partners, clients, and customers? 
What intervention will be taken if we predict that there might be bad outcomes 
associated with the development or deployment of the algorithm? 

How are other stakeholders being engaged? 

What’s the feedback loop for the algorithm for developers, internal partners and 
customers? 
Is there a role for civil society organizations in the design of the algorithm? 

Has diversity been considered in the design and execution? 

Will the algorithm have implications for cultural groups and play out differently in 
cultural contexts? 
Is the design team representative enough to capture these nuances and predict the 
application of the algorithm within different cultural contexts? If not, what steps are 
being taken to make these scenarios more salient and understandable to designers? 
Given the algorithm’s purpose, is the training data sufficiently diverse? 
Are there statutory guardrails that companies should be reviewing to ensure that the 
algorithm is both legal and ethical? 

Explanation Requirements  
The Government of Canada’s Guideline on 
Service and Digital contain important but 
perhaps underappreciated provisions linking 
requirements for explanations and 
interpretable models with bias reduction. For 
example, the federal Directive on Service and 
Digital states: 

Having an easily interpretable 
model can also greatly simplify 
testing and monitoring of [an ADM] 
system, including assessing bias.266  

Research, Testing and Evaluation 
Requirements  
Another important initiative to reduce the 
potential for bias and discrimination is a 
requirement for regular research, testing and 

evaluations of AI and ADM systems. Measures 
that have been suggested include: 

• Comparing outcomes for different 
groups 

• Testing for equality of outcome rates 
• Identifying different definitions of 

fairness 

The Canada ADM Directive requires that 
appropriate testing processes, designed to 
ensure that training data excludes unintended 
biases “and other factors that may unfairly 
impact the outcomes” be developed before the 
system goes into production. For example, 
data used by the system must be “routinely 
tested to ensure that it is still relevant, 
accurate, and up-to-date.”267 The Directive also 
requires peer review of all systems classified at 
Level II or higher. Peer review for Level IV 
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systems is notably robust, requiring the review 
of at least two qualified experts from listed 
organizations, including the National Research 
Council of Canada, relevant non-governmental 
organizations, or a contracted third-party 
vendor with a relevant specialization. 

Concluding Thoughts on AI and 
Human Rights 

Government AI systems must be human rights 
compliant. However, achieving human rights 
compliance will be difficult unless several 
important issues are addressed.  

AI systems can be biased or discriminatory 
against individuals on many grounds including 
race, age, disability, sex, and family structure. 
Bias in AI systems can also intersect across 
multiple grounds at once. Discrimination can 
occur in the design of an AI system because of 
the developer’s assumptions. It can also occur 
through use of data with biases often hidden 
or embedded into the system.  

In extensive LCO consultations with 
government officials, it was apparent that AI 
developers, administrators and policymakers 
are committed to developing and operating 
government AI systems that comply with 
human rights law. The provincial government 
has publicly affirmed this goal. No one wants 
to knowingly create or deploy a biased AI 
system.268  

Notwithstanding its many strengths, the LCO 
has concluded that the current human rights 
framework in Ontario is not sufficient to 
protect human rights where AI systems are 
relied on for government decision making. In 
the long run, human rights compliance will 
depend on how policymakers, courts and 
tribunals address significant evidential 
challenges inherent in “black box” government 
AI systems. These challenges can be addressed, 
in part, by systemic and significant disclosure 
and transparency of government AI systems.  

Human rights compliance will also depend on 
thoughtful answers to several equally 
important legal, technical and practical issues, 
including: 

• Data standards 
• Evidential standards  
• Guidelines or metrics to measure bias 

and discrimination in AI systems 
• Bias testing or auditing requirements 
• Determining reasonable 

accommodations in AI systems  
• Remedies 
• Access to justice challenges  

Finally, human rights compliance of 
government AI systems will depend on 
addressing two further issues: First, can AI 
systems be used to reveal or address systemic 
discrimination? Second, are there AI “no-go” 
zones where a government AI system’s 
potential risk to human rights is so significant 
that governments should prohibit the use AI in 
that area? 

As mentioned earlier, the LCO believes there is 
an urgency to addressing these issues 
proactively. The growing use of government AI 
systems will likely result in more public interest 
in human rights issues in Ontario. There is also 
likely to be more human rights litigation 
challenging government AI systems in the 
coming years. The increased use of these 
systems, when combined with the novel legal 
issues they present, make them a target for 
systemic discrimination challenges.  

Fortunately, there are many promising 
practices and law reform measures to begin 
the process of ensuring human rights 
compliance in government AI systems. An 
important early initiative could be to develop a 
made-in-Ontario AI Human Rights Impact 
Assessment to assist developers, policymakers, 
decision-makers and the public assess the 
human rights compliance of a government AI 
system.  
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HUMAN RIGHTS

Further steps include: 

• Requiring human rights experts and 
communities to be involved in the 
design, development and 
operationalization of government AI 
systems 

• Requiring human rights experts and 
communities to be meaningfully 
engaged throughout the lifecycle of a 
government AI system  

• Requiring bias testing or auditing of AI 
systems  

The LCO stresses that these recommendations 
supplement, and in no way replace, our earlier 
recommendations regarding an appropriate 
regulatory framework for government AI 
systems in Ontario. Those recommendations 
include several reforms (such as mandatory 
disclosure of AI systems, risk assessments, etc.) 
that provide the foundation for the human 
rights-specific recommendations identified 
here.  

Absent appropriate policy guidance on human 
rights AI issues, provincial ministries, agencies, 
tribunals and/or courts will likely need to 
address complex legal and technical issues on 
a case-by-case basis, which may result in 
poorer public services, inconsistent decision-
making, diminished rights protection, delays, 
added costs and unnecessary litigation.  

Finally, it is important to note the role of the 
Ontario Human Rights Commission and Human 
Rights Tribunal in AI discussions. The OHRC has 
the authority to draft policy guidelines and to 
add themselves as an intervenor or a party to a 
test case where new law is likely to be made. 
The Human Rights Tribunal can go beyond 
restitution for a single individual and order 
respondents to correct systemic issues. In these 
circumstances, the Ontario Human Rights 
Commission and Human Rights Tribunal will 
play an important role in determining if, or how, 
systemic discrimination is addressed in 
government AI systems.  

Fortunately, the OHRC has already begun to 
consider these issues. On December 10, 2021, 
the LCO, the Ontario Human Rights 
Commission and the Canadian Human Rights 
Commission announced a joint research and 
policy initiative to examine human rights 
issues in the development, use and 
governance of artificial intelligence and 
algorithms in Canada and specifically in 
Ontario. Over the coming years, our 
organizations will collaborate to research and 
co-develop resources to help identify and 
consider discrimination and other human 
rights issues in the use of artificial intelligence. 
We will provide public updates on the progress 
of this initiative. 
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In order to ensure government AI systems comply with human rights requirements, the LCO 
makes the following recommendation:

Recommendation 12 

The provincial government, Ontario Human Rights Commission, 

technologists, human rights experts, and community members work 

together to develop a provincial human rights strategy for 

Government of Ontario AI systems. 

 This strategy should address the following issues: 

    • A made-in-Ontario AI Human Rights Impact Assessment 

    • Data standards 

    • Evidential standards in government AI systemic discrimination 

cases  

    • Guidelines or metrics to measure bias and discrimination  

in government AI systems 

    • Bias testing or auditing requirements 

    • Determining reasonable accommodation in government  

AI systems  

    • Reviewing remedy provisions in the Ontario Human Rights Code for 

sufficiency to address potential harms of government AI systems 

    • Access to justice challenges  

A key element of this strategy should be to develop guidance for 

policymakers to determine what AI systems or applications should be 

prohibited on human rights grounds. 

This strategy should require: 

    • That human rights experts and communities be involved in the 

design, development, and operationalization of government AI 

systems 

    • That human rights experts and communities be meaningfully 

engaged throughout the lifecycle of a government AI system 
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Government decisions about individuals and organizations are significant and ubiquitous. 
Administrative law is the area of law that holds governments accountable for these decisions. 

In simple terms, there are three key stages in challenging an administrative decision made by a 
government, public agency, or regulatory tribunal:  

• The first stage is to assess whether there are any objections 
• The second stage is a review of the decision on procedural  

and/or substantive grounds 
• The third stage considers remedies 

The sections that follow largely address the second issue: procedural and/or substantive review of 
government decisions. 

As will be seen below, there are many unanswered questions about how administrative law will 
respond to government AI decision-making.  

Procedural Fairness 

Government decisions that affect an individual’s rights, interests or privileges require procedural 
fairness.269 Many early AI systems have failed judicial scrutiny on due process grounds. For example, 
the Arkansas and Houston systems discussed earlier were both challenged on due process grounds.  

The principles of procedural fairness (fairness, transparency, accountability) and the safeguards 
created to achieve these principles (notice, participation, impartiality, reasons, rights of appeal) have 
largely been established by the Supreme Court of Canada in a series of seminal decisions.270 These 
principles are the same for all administrative decisions, but how they are applied differs depending on 
the regulatory body, their governing legislation, and the decision in question.  

A decision by government that affects the rights, privileges or interests of an individual triggers a duty 
of fairness.271 The duty of fairness has been held to translate into an entitlement to fair procedure, 
which is founded on open decision-making and transparency.272 Fair procedure is achieved through:  

• Notice of the case one needs to meet 
• Participation in the form of an oral hearing and/or written submissions 
• A decision by an open-minded decisionmaker who considers the factors  

they are supposed to consider 
• An explanation or reasons for the decision. 

Administrative Law
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Courts have held that the requirements of procedural fairness are “eminently variable” and heavily 
context specific.273 For example, the Supreme Court has held that an oral hearing is not always 
necessary to “ensure a fair hearing and consideration of the issues involved. The flexible nature of the 
duty of fairness recognizes that meaningful participation can occur in different ways in different 
situations.”274  

Similarly, although courts often emphasize the “usefulness of reasons in ensuring fair and transparent 
decision-making,”275 the duty of fairness does not require that reasons be provided for all 
administrative decisions.276 These safeguards are applied fluidly depending on the nature and 
significance of the decision, the expectations of the parties involved, and the specific statutory 
scheme and procedure of the administrative body at issue.277 

AI introduces several layers of complication to these already difficult issues. 

AI Systems and Procedural Fairness  

One of the most important strategies for addressing concerns about AI accountability, transparency 
and fairness is to frontload AI systems with procedural fairness safeguards. Fortunately, the 
Government of Canada has taken important first steps in this regard. The Canadian ADM Directive and 
its companion, the Algorithmic Impact Assessment (“AIA”), are leading examples of tools and 
strategies that incorporate procedural fairness protections into the design and operation of 
automated government decision-making.278  

The Canada ADM Directive is analyzed at length in the LCO’s Regulating AI Issue Paper.279 The Canada 
ADM Directive was crafted upon the principles of procedural fairness. It applies to federal agencies 
subject to the Treasury Board who intend to introduce any automated decision-making tool that could 
impact the rights, privileges or obligations of Canadians.  

Professor Teresa Scassa analyzes the Directive and AIA in a recent paper where she considers the 
differences between the existing administrative law principles and the Directive.280 Highlights of her 
analysis include:  

Procedural Fairness is a Contextual Analysis 

Professor Scassa notes that the Directive acknowledges the contextual nature of administrative law by 
adopting a sliding scale of “impact” categories, ranging from Category I (which includes algorithms 
that will have “little or no impact”) to Category IV (which includes algorithms that will have a “very high 
impacts”). An algorithm’s impact is determined by the Algorithmic Impact Assessment (AIA) tool, 
which asks the system’s developers and sponsors to address a comprehensive services of questions 
about the proposed system.281 The Directive also includes an Appendix which specifies a sliding scale 
of obligations or harm mitigation strategies that accompany each risk level.282  

Notice 

The Directive requires that notice be provided where a decision “will be undertaken in whole or in 
part” by an ADM system. For the lowest level of impact (Category I), no individual notice is required. 
For high impact (Category III) or very high impact (Category IV) decisions, the notice requirements are 
more onerous. The Directive specifies that notice requirements include plain language information 
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posted on a “relevant website” setting out how the ADM system works, information about how the 
system supports the administrative decision, the results of reviews or audits of the system, and either a 
description or a link to the anonymized training data used in developing the system.283 

Participation 

The Directive does not explicitly address participation or the right to a hearing. Rather, Professor 
Scassa comments that the Directive appears to adopt a right to human involvement.284 According to 
the Directive, a “human-in-the-loop” is not required for decisions with low to moderate impact. 285 
Conversely, decisions with high or very high impact must include human intervention during the 
decision-making process and the final decision must be made by a human.286 

The Decision-Maker 

Administrative law requires that the person making the decision has authority to do so.287 Professor 
Scassa says therefore  

a first question in the ADM context is … whether, if enabling legislation 
designates a human decision-maker or a decision-making body constituted of 
humans, the use of an ADS to decide matters – in whole or in part – is an 
improper delegation. 288  

Some scholars have concluded that an AI system cannot replace a human decision-maker unless the 
enabling statute specifically provides for it.289  

Impartiality 

Impartiality in traditional administrative decision-making focuses on the individual making the 
decision. Administrative tribunals are not required to be impartial, but they must have an open-mind 
before hearing a party’s submissions.290 Professor Scassa points out that freedom from bias in this 
context is “about humans and their ability to be swayed or influenced,”291 naturally raising questions 
about how to evaluate/address bias when machines are involved.292  

The Directive does not account for potential issues of bias when there is a human-in-the-loop, such as 
questions about automation bias. However, the Directive does address bias from the perspective of 
systemic discrimination. The Directive requires peer-review of automated decision-making systems 
that have a moderate to very high potential impact. The extent of peer review depends upon the level 
of potential impact.293  

Right to Reasons 

The Directive requires that decisions be provided with a “meaningful explanation.”294 High to very high 
impact decisions must always provide an explanation of how, and why, the decision was made directly 
to the individual. Decisions with moderate impact are required to provide explanation on request. The 
lowest impact decisions can provide a “meaningful explanation” by posting to a general FAQ 
website.295  

Importantly, Professor Scassa points out that an “explanation” is not the same as “reasons.” The former 
“relates to the decision-making process (or algorithm)”, while the latter “relates more to the 
motivations of the decision maker.”296 
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Does the Directive Comply with Procedural Fairness?  

It is important to ask whether or how the Directive complies with current principles of Canadian 
administrative law.  

In many ways, the Directive raises the standard of procedural fairness: 

• The Directive’s explicit commitment to procedure fairness in algorithmic decision-
making is both notable and unique in AI/ADM governance tools to date.  

• The AIA tool is a sophisticated effort to analyze the impact of an ADM-aided decision, 
giving structure and systemic analysis to what might otherwise be an ad hoc, 
localized process lacking transparency and rigour.  

• The requirements of notice and explanation could potentially provide greater 
transparency than what is currently required under common law.297  

• The Directive includes explicit (and contextual) requirements and obligations that 
must be addressed depending on the level of risk in a federal ADM system.  

• The Directive addresses systemic bias which does not exist as a factor in existing 
procedural fairness analysis. 

These features of the Directive raise the standard of administrative governance, which is clearly a 
positive step.298  

At the same time, the Directive also has gaps and shortcomings. For example: 

• The AIA (and resulting category level) appears to focus exclusively on the impact of 
government decision. The AIA’s analysis does not appear to include additional factors 
that courts will consider, such as the expectations of the parties, the specific statutory 
scheme, and procedure of the administrative body at issue.  

• The Directive does not explicitly address an individual’s right to a hearing (whether 
oral or in writing). 

• The Directive does not explicitly require reasons, but rather an undefined “meaningful 
explanation.”  

• The Directive has significant limitations on its scope and is thus less inclusive than 
administrative law generally.299 

• Finally, the Directive does not have the legal status of a statute or regulation and does 
not create actionable rights for individuals, thus limiting its impact/utility as a tool for 
vindicating individual rights.300  

It is possible that some of these gaps and shortcomings will be addressed through updated rules, 
practices, or litigation. Further, some of these gaps are beyond the jurisdiction of the Treasury Board 
Secretariat (TBS) and need to be addressed by other government departments. It is important to note 
that the Directive was created with the requirement it be reviewed and updated for improvement 
every six months. At the time of this report, TBS was commencing the third review of the Directive. As 
part of this review, TBS is proposing a number of modifications that expand the scope of the Directive, 
reinforce transparency and accountability, strengthen protections against discrimination and harm, 
and clarify requirements. Importantly, the need to clarify “meaningful explanation” is specifically being 
addressed in this review. 301 
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Substantive Fairness  

This section will review the current law on substantive fairness and discuss how government AI 
decision-making challenges these principles.  

Standard of Review  

When challenging a government decision (made by AI or otherwise), a key legal question is to 
determine the standard of review i.e. how much deference should the court give to the government 
decision-maker or regulatory body. As recently clarified in Vavilov, there are three potential standards 
of review: 

• For most government decisions, the default standard of review is reasonableness.  
• If a matter fits into an exception (constitutional questions,302 questions of law of 

central importance to the legal system, questions regarding jurisdictional 
boundaries) the standard of review is correctness.303  

• If a governing statue provides for a statutory right of appeal,304 general appellate 
standards of review apply,305 which in most cases is palpable and overriding error.  

The LCO believes it is unlikely that government decisions made or aided by AI will be subject to the 
correctness standard. 306 Lower court interpretations show that legal principles such as privilege count 
as central to the rule of law,307 but that interpretation of a specific statutory code does not.308 Early 
court decisions also suggest it is unlikely disputes about a specific AI system used by a specific 
administrative tribunal will be considered “general questions of law of central importance to the legal 
system as a whole.”309  

In light of this analysis, the LCO believes government decisions made or aided by AI are most likely to 
be subject to the Vavilov reasonableness standard. The Supreme Court explained that “reasonable” is  

…[t]he principle that the exercise of public power must be justified, intelligible and 
transparent, not in the abstract, but to the individuals subject to it…310  

…a reviewing court must develop an understanding of the decision maker’s 
reasoning process in order to determine whether the decision as a whole is 
reasonable.311  

The Court further explained that the analysis of the “reasonableness” of a decision is contextual:312  

A reasonable decision is one that is based on an internally coherent and rational 
chain of analysis and that is justified in relation to the facts and law that constrain 
the decision maker.313  

The factors that constrain the decision maker are:  

• The governing statutory scheme 
• Other relevant statutory or common law 
• The principles of statutory interpretation 
• The evidence before the decision-maker 
• The submissions of the parties 
• Past practices and decisions of the administrative body 
• The potential impact of the decision on the individual to whom it applies 



ADMINISTRATIVE LAW

61

Further, in Vavilov the Court stated that where reasons are required, they must “provide a transparent and 
intelligible justification” for the outcome,314 suggesting that justification is the central part of the test.315 

The justification requirement applies “both to the process of articulating the reasons and to 
outcomes.”316 Scholars have interpreted this requirement to mean that a reasonable decision “is a 
decision that can be explained to follow from a set of facts and premises317 Put differently, “outcomes 
must be shown to be justified by clear and compelling arguments.”318  

Applying a Vavilov reasonableness analysis without specific facts is difficult. However, the LCO and 
others have identified AI-related questions that Canadian courts will likely face on judicial review of 
government AI decisions. These questions fall into three broad categories:  

• What are reasons from an AI system? 
• Can AI meet the reasonableness standard? 
• Who is held to the reasonableness standard? 

The answers to these questions are key to ensuring legal accountability for government AI systems.  

Before addressing these questions, it is important to discuss AI explainability and the concept of 
“human in the loop”, both of which have important implications for judicial review and legal 
accountability of government AI systems.  

Explainability 

“Explainability” is a key concept in AI development and policy-making that is inextricably linked to the 
legal principles of reasons, intelligibility and justification. Explainability is not a new concept in 
computer science, but its importance has grown as AI systems proliferate.319  

Within the technical and legal communities, there is consensus on the significance of, and need for, AI 
explainability. There is not, however, a commonly agreed-upon definition of explainability or how it 
can be achieved.  

In very general terms, explainability is about making an AI or algorithmic system or decision 
comprehensible to a human. This concept, while apparently straightforward, is extraordinarily 
complex. As one commentator notes: 

There are almost as many forms of explainability as there are AI-related problems 
that need to be understood and solved. For that reason, explainability can never 
be separated from the underlying AI-related harm or concern (fundamental rights, 
usability, safety) that explainability is seeking to address.320  

Explainable AI can be categorized several ways, including both general explainability (which explains 
the functioning of the AI in its entirety) and local explainability (which explains a specific AI decision). 

The variables in explainability are endless and there are many challenges in trying to make AI 
understandable to humans. For example:  

• Different audiences may need an AI system to be “explainable” for different reasons. 
Computer scientists may have much different needs than courts, for example.321  

• There is considerable variation in attributes that make a system understandable.322  
• There is variation in what specific terms mean.323  
• There can be challenges in AI systems translating “explanations” to human-

interpretable concepts.324  
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• There are variations in how explainability is presented: text explanation, visual 
explanation, local explanation, explanation by example, explanation by 
simplification, or feature relevance explanation.325  

• There is variation in the goals sought to be achieved by explainability, potentially 
including trustworthiness, causality, transferability, informativeness, confidence, 
fairness, accessibility, interactivity, and privacy awareness.326 

Over time, many of these questions may be resolved. For the foreseeable future, however, “explainable 
AI” complicates important administrative law issues.  

Human-in-the-Loop 

Like explainability, human oversight is widely considered to be an important principle to promote 
fairness and non-discrimination in AI systems. Unfortunately, at present human-in-the-loop issues also 
complicate important administrative law issues.  

Consider the many stages where humans may be involved in a government AI system:  

• The person or organization that developed the AI system. 
• The government, agency, administrator, or adjudicator who decide how to use  

the AI system. 
• The frontline workers who use the AI system or interpret its recommendations  

or decisions in individual cases. 
• The person or organization that supervises, monitors, updates, and evaluates  

the AI system. 
• The agency, tribunal, or court who reviews the government decision made or  

aided by the AI system.  

The decision as to who, and when, there will be a human-in-the-loop is significant technically, 
operationally and legally. At this stage, it is not clear what level of human involvement is sufficient to 
ensure legal accountability/oversight for a government AI system or decision.  

AI may significantly reduce the exercise of discretion, even when there is a “human in the loop.” AI risk 
prediction tools may result in “automation bias,” or overreliance on machine outputs.327 A machine-
generated decision template might even convert decision drafting to simply signing an automated 
body of text.328  

Finally, some commentators have raised questions about a court or tribunal’s capacity to assess 
extraordinarily complex technical and statistical evidence. As a result, some believe that courts and 
tribunals assessing AI-based decisions are likely to “remain poorly situated to review the accuracy of 
the machine learning model as a whole.”329  

Reasons from an AI System  

Reasonableness review starts with the reasons.330 Reasons are central to a court’s assessment and 
understanding of how a government decision was made. Vavilov raises the standard of quality of 
reasons to be provided.  

What qualifies as reasons under the Vavilov standard?  
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Courts have held that a reasoned explanation must show adequacy, logic, coherence and rationality:  

The reviewing court must be able to discern an “internally coherent and rational 
chain of analysis’ that the ‘reviewing court must be able to trace’ and must be 
able to understand…” [emphasis added].331  

Moreover, the reasons must be intelligible and transparent, “not in the abstract, but to the individual 
impacted by it.”332  

Explainability models have been suggested as possible “reasons” or “explanations” for an AI system’s 
output.333 There are at least two difficulties with this suggestion: 

First, as discussed above, explainability (the computer science concept) is not the same as justification 
(the legal concept). For example, an explainability model that assesses whether an AI system is 
performing as the designers intended may not demonstrate that a decision was coherent and rational.  

Second, explainability technical models are varied and complex and whether one qualifies as “reasons” 
will depend very much on the circumstances and complexity of an AI system. Given that courts have 
held that reasons need to be justified “not in the abstract, but to the individual impacted by it”, it may 
be that only explainability models that “explain” specific decisions – as opposed to a system generally – 
would be legally sufficient.  

If an AI system’s “reasons” are not available or are insufficient, the court could look at the “record” or 
“context” of the decision.334 In the context of AI, if a system does not have an explainability model (or if 
the model is insufficient to meet legal standards), the reviewing court may have to assess how the AI 
system was designed, its data, and/or testing and validation reports. In some situations, this 
information, if available and produced, could lead to greater transparency than a decision made 
without AI. In other situations (decisions made by complex machine learning systems, for example), 
humans may never understand how or why the system produced the result it did.  

At this stage of “explainable AI,” there are many outstanding technical and legal questions. As a result, 
tribunals and courts will be faced with many challenging issues to determine what qualifies as 
“reasons” from an AI system.335 This is another area where policy guidance would be beneficial to assist 
tribunals and courts address complex AI issues. 

AI and the Vavilov “Reasonableness” Standard  

The Supreme Court has described reasonableness review as an approach that focuses on justification, 
offers methodological consistency and reinforces the principle “that reasoned decision-making is the 
lynchpin of institutional legitimacy.”336 Further, for a decision to be reasonable, a court must be 
satisfied that “there is [a] line of analysis within the given reasons that could reasonably lead the 
tribunal from the evidence before it to the conclusion at which it arrived.”337 

Will AI systems meet this standard?  

Canadian administrative law places greater significance on reasons and justification as the stakes in a 
administrative decision increase. In other words, government action that has a significant impact on 
an individual’s life will have a higher expectation for justification. Given the state of the technology 
and outstanding legal questions, it is possible that some AI systems cannot and will not ever meet this 
threshold.  
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This is not to say that the Vavilov “reasonable” standard should be adjusted for AI-based government 
decision-making. On the contrary, governments and administrative bodies should consider whether 
some regulatory actions or government decisions are not suitable to be made or assisted by AI 
systems. This is especially true where an important government decision is made entirely by an AI 
system without a “human-in-the-loop.” If an AI system cannot be understood by a court, the court will 
have to decide whether the opacity of the AI system renders the decision inherently “unreasonable.” 

Concluding Thoughts on AI and Administrative Law  

Administrative law will have a profound impact on government use of AI, ADM and related 
technologies. These systems will have to be designed, administered and evaluated to ensure 
compliance with two dimensions of administrative law: procedural fairness and substantive fairness. 
Unfortunately, as noted by administrative law expert Jennifer Raso, “administrative law is more gap 
than law when it comes to algorithmically-driven decision-making.”338  

For example, procedural fairness requirements apply to AI systems when they impact an individual’s 
rights, interests, or obligations. Yet, there are many examples of AI systems deployed in government 
decision making that undermine or ignore procedural fairness obligations.339 The examples discussed 
in this paper show that challenging an AI system in court for lack of procedural fairness can result in a 
system being re-designed340 or abandoned altogether.341  

The sheer number of regulatory tribunals in Ontario, the variety of functions they serve, and the 
myriad individual rights and interests that can be affected make procedural fairness a complex area of 
law. The principles of procedural fairness (fairness, transparency, accountability) and the safeguards 
created to achieve these principles (notice, participation, impartiality, reasons, rights of appeal) are the 
same for all administrative decisions, but how they are applied differs depending on the regulatory 
body, their governing legislation, and the decision in question.  

Similarly, in assessing the substantive fairness of a regulatory decision, courts will have to consider 
what qualifies as reasons from an AI system. Can the output of an AI system show an internally 
coherent and rational chain of analysis?342 Will machine generated “explainability” meet the legal 
standard of “reasonableness”? Is it possible to know whether the reasons generated by an AI system 
describe the actual justification for the decision?  

The Canada ADM Directive is a good start to addressing these issues but is not a complete solution, 
even at the federal level. Many features of the Directive raise the standard of administrative 
governance, which is clearly a positive step. However, the Directive also has gaps and shortcomings, 
even within the realm of federal administrative law.  

Importantly, the Directive provides high level guidance for administrative agencies to adapt to their 
own circumstances. The extent to which procedural and substantive fairness is achieved at the federal 
level will be determined by the details of how each system is designed, built and executed. It is 
possible that some of the gaps and shortcomings of the Directive will be addressed through updated 
rules, practices or litigation.  

The challenge of reconciling AI, ADM and related systems with administrative law requirements will be 
much greater in Ontario. This is because there is no equivalent of the Canada ADM Directive at the 
provincial level, nor are there equivalent policies or directives at the municipal or provincial agency level.  

Absent a Directive-like instrument at the provincial level, courts and tribunals will be compelled to 
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answer a complex series of questions on a case-by-case basis, without the benefit of comprehensive 
technical or legal guidance, including but not limited to: 

• What constitutes “notice” when an AI system is used by the provincial government, a 
municipality or provincial agency?  

• Do impacted parties need to know only that an AI system was used in the process of 
the decision, or do they need more information about how the system works, such as 
what data it relied on, how the data was sorted and weighted, or whether a human 
was involved in the decision at a certain stage?  

• How can the provincial government, municipalities or agencies assess the 
“reasonableness” of a decision made or influenced by AI?  

• What are “reasons” from an AI system? 
• How does “explainable AI” accord with the legal “justification” for a regulatory 

decision?  
• How should courts and tribunals assess risk and impact of a government AI 

decisions?  
• Can an AI system be explained sufficiently so that affected parties understand the 

decision made against them?  
• Are meaningful appeal options possible?  
• How do parties participate in a decision made in part or in whole by an AI system?  
• Does procedural fairness require that parties be consulted in the creation of a 

system?  
• How do parties navigate these disputes in an efficient and cost-effective way? 

Coherent policy guidance on these issues is needed at the provincial level. Otherwise, the use of AI by 
governments to assist decision-making brings great risks for the individuals affected by these systems, 
for the courts and tribunals reviewing these decisions, and for the governments and agencies 
developing and operating AI systems.  

For the individuals affected by these systems, the lack of clear policy guidance risks incorrect or illegal 
denials of government benefits, licenses, business opportunities, etc. This is because, absent 
appropriate protections, the access to justice and legal protections/remedies that should be available 
to all Ontarians will likely be only available to the best resourced litigants.  

For courts and tribunals reviewing government AI decisions, the lack of policy guidance means that triers 
of fact and decision-makers will be compelled to assess every complex legal and technical issue on a 
case-by-case basis. Addressing these issues in this manner will result in delays, additional court resources, 
and poor decision-making. Case-by-case decision-making also means courts cannot give clear legal 
guidance to developers, government officials, tribunals/courts, legal professionals and litigants. 

Finally, for governments and agencies developing and introducing these systems, the lack of policy 
guidance creates a risk that systems will deliver poor services, are biased, are subject to litigation 
challenges, and lack public credibility.  

The LCO believes it is clearly preferable for policymakers in Ontario to proactively address these issues 
through some form of legislative or policy guidance. The framework discussed in the LCO’s Regulating 
AI Issue Paper builds on and advances the Canada ADM Directive. This model would go a long way to 
meeting the procedural and substantive fairness required by Canadian administrative law. Equally 
important, this framework would mitigate the cost, confusion, and time of litigating these issues on a 
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case-by-case basis over many years. Finally, this framework would create a transparent, consistent, and 
level and playing field for public service administrators, technologists, tribunals, courts, litigants and 
the justice system.  

Accordingly, the LCO recommends that the Government of Ontario develop and adopt an Ontario AI 
Directive to guide provincial AI development and serve as template for other public organizations 
under provincial jurisdiction.  

A provincial directive need not address every potential administrative decision. One of the purposes of 
this instrument could be to delineate when administrative law obligations are not required due to the 
nature of the decision at issue.  

A provincial directive could be followed up by guidance tools that address more specific issues. This 
approach would have many benefits, including:  

• Promoting procedural fairness in the design and implementation of government  
AI systems.  

• Providing designers and operators of AI systems with greater clarity as to their  
legal obligations.  

• Promoting legal and administrative consistency within and between government 
departments and public agencies. 

• Providing important direction to courts considering procedural reviews of 
government decisions. 

• Decreased costs and delays in the justice system. 
• Promoting legal accountability and access to justice.  

Readers should note there is a growing body of academic thought about the long-term implications of 
AI on administrative law and administrative decision-making in the U.S. 343 Danielle Citron, one of the 
pioneers in this area, is skeptical about whether judicial review of complex AI systems is realistically 
possible. As a result, she and others have suggested the need a new model of “technological due 
process.” 344 Some commentators are more optimistic and suggest that AI systems will improve legal 
accountability and government decision-making, perhaps dramatically. Still others caution against 
what they call “techno-utopianism.”345 In this view, administrative law will have to be adapted 
significantly meet the new realities of AI-powered government decision-making.346  

The LCO agrees there are reasons to be cautious. Government algorithmic and AI systems to date have a 
mixed track record. That said, there also are many reasons to be optimistic about AI in government 
decision-making and to encourage its use. This optimistic future will not create itself, however, and is 
dependent on the choices made in the relatively early stages of government AI systems.  
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In order to ensure government AI systems comply with administrative law requirements, the 
LCO makes the following recommendations:  

Recommendation 13 

The provincial government should develop and adopt an Ontario AI 

and ADM Directive to guide provincial decision-making and serve as 

template for other public organizations under provincial jurisdiction. 

A provincial directive need not address every potential administrative 

decision. A provincial directive could be supplemented with guidance 

tools that address more specific issues. Factors that the Directive could 

address include: 

    • What constitutes “notice” when an AI system is used by the 

provincial government, a municipality or provincial agency?  

    • Do impacted parties need to know only that an AI system was used 

in the process of the decision, or do they need more information 

about how the system works, such as what data it relied on, how the 

data was sorted and weighted, or whether a human was involved in 

the decision at a certain stage?  

    • Do parties need to participate in a decision made in part or in whole 

by an AI system? 

    • Do parties need to be consulted in the creation of a system?  

    • What type of “reasons”, “jusitification” or “explainability”  

is required? 

    • How to assess the “reasonableness” of a decision made or 

influenced by AI? What is the standard an AI system will be held to? 

    •   Can an AI system be explained sufficiently in a way that impacted 

parties can understand the decision made against them and are 

meaningful appeal options possible? 
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Beyond the immediate questions addressed so far, many academics have also begun asking questions 
about the long-term future and impact of AI on administrative law and legal accountability for 
government decision-making. These scholars are questioning whether AI requires a fundamental shift 
in administrative law principles or much higher standards of governance. 

In the not too distant future, hard questions will need to be asked about whether Canadian 
administrative law principles remain viable in a more technologically advanced administrative state. 
Will the comparatively comprehensive Canada ADM Directive still be a viable tool when the speed, 
scale, and number of AI systems in government expands rapidly, as it is likely to do? In those 
circumstances, do the procedural fairness protections in the Directive become more important or less? 
Will compliance with the Directive become easier or more difficult?  

Recommendation 14 

The provincial government, community legal clinics, members of the 

private bar, academics, the judiciary, tribunals, and technologists 

should come together to consider the following issues: 

    • How to determine the evidence required when assessing a 

government AI system?  

    • How to assess the “reasons” of a government AI system?  

    • How to assess the risk and impact of a decision made or aided by a 

government AI system? 

    • How to ensure a there is a “human-in-the-loop” while protecting 

against automation bias? 

    • Is a government AI system sufficiently understandable to meet the 

requirements of justification? 

    • Does AI “explainability” models provide transparent and intelligible 

understanding of how a specific outcome was reached?  

    • How can appeals from decisions of AI systems meaningful to the 

parties and the  

    • Who is to be held to the standard of reasonableness?  

    • How can parties, courts and tribunals address challenges to 

government AI systems in a fair, efficient and cost-effective 

manner?
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One of the best summaries of the long-term impact of AI on administrative agencies, and 
administrative law, is a 2020 report titled Government by Algorithm: Artificial Intelligence in Federal 
Administrative Agencies.347 In a section titled “Implications: The Future of Mass Adjudication” the 
authors lay out the opportunities, and risks, of AI and government administration succinctly:  

At its most ambitious, AI could transform what it means to adjudicate a case. To be 
sure, current use cases are a far cry from full automation of adjudication, but the 
trajectory raises profound implications for the [future of] adjudication…  

First, the trajectory of AI tools in adjudication raises the normative question about 
the desired extent of discretion in adjudication. [The Social Security 
Administration] moved early to formalize its policy as a decision tree…More rules- 
based adjudication may promote consistency, but may also undercut one of the 
rationales for adjudication: tailoring the application to individualized 
circumstances... 

Second, the development of AI tools raises questions about notice and 
transparency. Formal adjudication requires that a decision be based on the 
exclusive record, but AI tools involve a transfer of decision-making authority away 
from line-level adjudicators toward AI developers…At the state level, where 
benefits programs have effectively modified eligibility criteria through the use of 
algorithmic decision-making, some courts have found that the change violates 
notice and comment requirements and deprives claimants of due process… 

Third, the adoption of AI tools could potentially erode the decisional independence 
of and de novo review by ALJs [Administrative Law Judges]. An SSA ALJ has a “duty 
to fully and fairly develop the record and to assure that the claimant’s interests are 
considered.” The duty is heightened where the claimant is not represented by 
counsel but exists also with represented claimants…[There has been] pushback by 
ALJs to perceived infringement on their decisional authority, but such pushback 
may weaken if adoption is seen to ease the work burden. Automation bias could 
mean that ALJ review of AI-generated content becomes increasingly perfunctory…
This dynamic of overreliance may be particularly acute given the high caseloads 
that adjudicators face 

Last, as we have seen in many areas of machine learning, the adoption of such 
tools can heighten concerns of bias. …  

Forecasting the trajectory of AI tools brings into relief longstanding debates about 
the core values of agency adjudication. At its best, AI may address longstanding 
problems of the accuracy and consistency of decisions. By increasingly automating 
core portions of the adjudicatory process, these tools may cut down on staggering 
agency caseloads without a sacrifice in the accuracy of decision- making. At the 
same time, this future of algorithmic adjudication may cause us to go back to the 
basic premises of procedural due process. Why do we hold hearings? Machine 
learning may enable agencies..to expedite decisions by skipping resource-intensive 
hearings. 
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And while this may meet the goals of accuracy under due process, it may also 
cause us to revisit the lost constitutional rationale of dignity. The rationale for 
hearings may not solely be to promote accuracy, but also to explain the law, to 
engage claimants, and to make them feel heard. This, then, is the challenge of the 
push for AI solutions in mass adjudication: Agencies seek out these solutions to 
accelerate case processing, but that same pressure may cause agencies to crowd 
out the dignitary values of an adjudicative hearing.348 

Danielle Citron and Ryan Calo suggest the question is not “how to restore the status quo ex ante given 
that machines have supplanted people…[but rather] whether technology obligates a fundamental re-
examination” of why administrative bodies are bestowed with decision-making power in the first 
place.349 In their view, “[a]gencies that automate throw away expertise and discretion with both 
hands.”350 

From a Canadian perspective, Teresa Scassa points out that the factors justifying the creation of 
administrative bodies are quite different than the factors justifying the automation of government 
decision-making. In her view, administrative bodies were developed because of:  

• The desire to depoliticize certain decisions.  
• The need for greater specialization and technical or subject matter expertise.  
• A reluctance to enmesh courts in matters not suitable to judicial review. 
• Because many individuals or organizations subject to government decision-making 

(such as trade unions) viewed the courts as antithetical or unhelpful.351 

By way of contrast, the most common justifications for automating government decisions are to 
reduce costs, enhance speed and efficiency, and improving the quality of fairness.352 If automation and 
AI shift the purpose of administrative bodies and tribunals, do we need to fundamentally reconsider 
the principles that govern administrative decisions?  

At this stage of government AI development, these questions are impossible to answer. Nevertheless, 
it is difficult to conceive of a future where the principles of transparency, participation, impartiality, 
fairness, and reasons are not central to ensuring the legal accountability of government decision-
making. It is also true that the significance of these principles will always be heavily dependent on 
context and impact. Administrative will have to adapt accordingly over time.  
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Privacy is a seminal issue in discussions about AI and other data driven technologies.353  

The tension between protection of individual privacy rights and the benefits of AI innovation was 
quickly recognized as a significant issue in the use and development of AI technologies. This tension is 
particularly potent in the public sector where governments hold copious amounts of personal data 
including, but not limited to, health records, property ownership and tax records, employment 
information, birth, school, marriage and death records, social benefit information and criminal records. 

Government policy decisions and services are improved when governments can access and process 
data. For example, ICES, the not-for-profit research institute that uses analytics to improve health care 
in Ontario, 354 was created twenty-five years ago as an exception to privacy legislation, specifically in 
recognition of the valuable work that can be done when researchers have access to useful data.355  

Privacy and data protection are often discussed interchangeably, but they are distinct concepts. 
Privacy is a broad legal concept that is considered significant for personal physical and moral 
autonomy and well-being.356 There is “a common understanding that control over one’s own personal 
information is central to a self-determining and responsible being.”357 Privacy legislation in Ontario and 
Canada protects a person’s right to their personal information. Data protection, on the other hand, 
addresses the safety and security of data. Privacy and data protection both include rules relating to 
the collection, use and disclosure of personal information.  

The LCO begins this discussion with several introductory points points:  

• Data protection legislation is divided in Ontario between public, health and private 
sectors. The focus in this paper is public sector data protection.  

• Many governments are seeking to amend public sector laws to allow for more  
intra-governmental data sharing. 

• The combination of AI and greater intra-governmental data sharing raises important 
privacy, accuracy, bias and surveillance issues. For example, policymakers, stakeholders 
and (eventually) courts will need to consider how to balance government efforts to 
reduce fraud in government benefits with the need to protect privacy. 360 While AI may 
assist in the detection of fraud, it could also raise concerns about fishing expeditions or 
investigations against those who are falsely identified.361 This raises important 
questions about AI as a surveillance technology.  

These developments raise questions about whether there are sufficient protections in Ontario’s 
legislative framework to ensure Ontarians understand who is accessing their data and how it is being 
used. 

Privacy and Data Protection
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Ontarians can learn from the examples in Australia (Robodebt), Michigan (MiDas), and the Netherlands 
(SyRi). All three systems involved AI that scanned huge amounts of government data to find “irregularities” 
in either individual employment insurance records (Robodebt/MiDas) or social benefits determination 
(SyRi). All three systems were widely criticized, legally challenged, and eventually reformed or cancelled 
due to privacy, due process or system accuracy concerns. All three systems also caused great harm 
(erroneous denial of benefits, freezing assets, conducting further investigations without notice or 
explanation, loss of employment, loss of homes and loss of life). The repercussions for each government 
was significant. In Australia, for example, the government lost a US $1.7B class action lawsuit. In Michigan, 
the government lost a similar class action suit. And the Dutch government was ordered to shut down the 
welfare fraud system, and the childcare benefit system controversy caused the government to resign.362 

Ontario Privacy Amendments  

In the last few years, the provincial government has amended laws that facilitate data sharing and 
usage. These changes support the growth and development of government AI systems. Many of these 
changes raise important questions about how privacy will be protected in provincial AI systems in the 
future.  

Ontario’s Freedom of Information and Protection of Privacy Act (FIPPA)363 protects personal information 
held by government organizations and provides individuals with a right of access to their own 
personal information. FIPPA applies to “the collection, retention, use, disclosure and disposal of 
personal information” in the government’s “custody or control.”364 FIPPA was enacted over thirty years 
ago and has been amended frequently. Most recently, in 2019 the Government of Ontario enacted two 
significant changes to address AI data governance:  

The first amendment allowed for “data integration” between government departments.365 Sharing of 
data among government departments challenges individual privacy protections because individuals 
may not know who has access to their information, what purpose it is being used for, or how they may 
be affected if their information is shared. The amendments address these concerns, in part, by 
introducing compliance obligations that include “the establishment of processing standards, de-
identification to the extent possible, and oversight and approval of procedures by the IPC.”366  

The second amendment broadens the government’s ability to disclose data for investigatory 
purposes.367 The language expands the government’s data disclosure authority from “disclosure to aid 
with an investigation where a law enforcement proceeding is likely to result” to include disclosure 
permitted where there is a “reasonable basis to believe that an offence may have been committed”.368 
Privacy experts are concerned this change “expand[s] the ability of public sector bodies to share 
personal information with law enforcement without consent.”369  

In March 2020, the province enacted further amendments as part of an omnibus bill largely seen as 
the first provincial response to the COVID pandemic.370 These changes permit sharing of government 
data with extra-ministerial parties, including both profit and not-for-profit organizations.371 Privacy 
experts cautioned that the changes were unnecessarily broad and could result in “the creation of 
significant databases, derived from public sector data, held and controlled by private sector entities.”372  
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Provincial Data Strategy 

Coinciding with FIPPA amendments were several provincial reforms to data governance. These reforms 
demonstrate the province’s commitment to expanding government AI in Ontario. Like the FIPPA 
amendments described above, however, these reforms raise questions about privacy protection in 
provincial AI systems.  

The Province began these initiatives in 2019 with the release of the Ontario Data Strategy initiative.373  

In April 2021, the province released its Digital and Data Strategic Directive which was described as 
“bringing major change to government by embracing technology and harnessing innovation.”374 The 
Directive included an announcement to develop the province’s Artificial Intelligence Framework.  

The Directive includes generalized assurances about privacy protections in “ministry technology 
projects.” “ More specifically, the Directive states that it will  

… ensure information and data-related risks, design considerations and 
requirements such as privacy protection, information security, access and 
recordkeeping are integrated into the design of ministry technology projects and 
procurements and are subsequently operationalized and monitored.375 

The province is also creating a data authority that will be tasked with building the modern data 
infrastructure necessary “to support economic and social growth,” while ensuring that this information 
is private, anonymized, and securely stored and handled.376  

Finally, the province introduced the Ontario Health Data Platform (OHDP) which is designed to be a 
high-performance, accurate, privacy protection mechanism that links large health data sets held by 
multiple organizations across Ontario “to allow for big data analytics, including machine learning, that 
will strengthen evidence for Ontario’s ongoing response to COVID-19 and its related impacts.”377  

These developments support the provincial government’s commitment to AI growth. It remains to be 
seen, however, how individual privacy rights will be protected when personal information is being 
shared and how personal information will be used in the future.  

Broad Implications of Provincial Privacy and Data Governance Reforms  

These developments and other initiatives in Ontario, Quebec and at the federal level have focused 
public attention on AI, privacy law, and data protection.  

Courts, policymakers, and the public will have to decide how to effectively balance individual privacy 
rights with the potential benefits of government AI systems that rely on personal data. 

As the province moves forward, there are gaps that should be monitored and addressed:  

• The effectiveness of de-identification may be limited. Anonymization of data is 
sometimes considered an antidote to concerns about privacy. However, AI systems 
can often re-identify individuals.378  

• AI challenges an individual’s right to access their personal data. For example, are 
individuals entitled to data that is shared intra- or extra-ministerially or data that is 
de-identified and re-identified? Further, how will the provincial government ensure 
personal data information is provided in a format that is understandable? 
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• What remedies are available for individuals whose personal information has been 
wrongly shared?  

• How can privacy and data governance policymaking be transparent and 
participatory?379  

There is a need for public discussion about the balance between the potential benefits of greater 
government data sharing (improved government services, for example) and the potential risks of data 
sharing (surveillance, privacy violations, human rights, legal fairness). 

This report is not about privacy protections, so the LCO is not making formal recommendations in this 
area. That said, the LCO is sympathetic to the recent comments of the provincial Information and 
Privacy Commissioner who stated that a complete review of public sector privacy law needs to be 
undertaken by the government: 

The IPC has repeatedly emphasized the need to update our public sector privacy 
laws to address [technological changes]. They continue to fall behind rapidly 
evolving digital technology and data-rich information practices. Technology 
available today has many benefits for society … However, the use of data and 
technology must not come at the expense of privacy…. While Ontario’s legislation 
has had some updates, including the recent data integration amendments, a 
comprehensive review is needed to ensure privacy rights of Ontarians continue to 
be protected in our changing environment. Other provinces have strengthened 
their laws to meet new privacy challenges.380 
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In Ontario, civil cases are governed by procedural rules to ensure proceedings are fair for both sides.381 So 
far, this report has discussed gaps and concerns that exist when AI intersects with substantive areas of law 
like human rights and administrative law. Less discussed, but equally important, are the procedural rules 
and laws that ensure cases can be presented to a trier-of-fact with fair and appropriate procedure.  

The issues discussed in this section include an analysis of the Rules of Civil Procedure, confidentiality 
and sealing orders, Crown privilege and liability, and evidence. At present, the LCO does not believe 
law reform measures are needed in these areas. Nevertheless, AI-based civil proceedings are likely to 
be lengthy and costly, raising concerning questions about access to justice for all but the best-funded 
litigants. Over time, reforms may be necessary to address these challenges.  

Civil Procedure and Evidence

Rules of Civil Procedure 

The Rules of Civil Procedure apply to any case 
brought in the Superior Court and higher. A 
party challenging the use of an AI system or 
algorithm for an alleged breach of Charter, 
privacy or statutory breach are likely to bring 
the matter to the Superior Court in Ontario.382 
Not surprisingly, these proceedings are likely 
to be lengthy and costly, raising concerning 
questions about access to justice for all but the 
best-funded litigants.  

Under the Rules of Civil Procedure, parties are 
required to produce “every document relevant 
to any matter in issue…”383 In many cases, an AI 
system’s source code, data, variables or other 
information will be sought by the challenging 
party, potentially resulting in massive disclosure 
and overwhelming documentation production. 
In response, defendants (including 
governments) would likely argue overbreadth, 
vagueness or proportionality. In these 
circumstances, courts will need to balance the 
potential for a “fishing expedition” against the 

legitimate evidential needs of the party and trier 
of fact. In some cases, the creators, owners or 
users of AI systems will object to productions 
based on national security, confidentiality or 
government discretion.384 Disclosure 
proceedings are likely to be complex and costly.  

Assuming disclosure of this evidence is 
provided or ordered, counsel and parties will 
then likely find themselves with perhaps 
millions of lines of data, source code or other 
materials. In these circumstances, the 
disclosure could be both voluminous and 
understandable only by computer scientists. 
These issues will be worsened, or perhaps 
insurmountable, if there is a legal challenge to 
a complex machine learning or neural network 
AI system, where system’s decision-making 
process may not be traced or understood by 
humans.  

Then there is the issue of who to examine. A 
party is entitled to examine one representative 
of a corporation,385 or a single Crown witness is 
designated by the Deputy Attorney General.386 
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A plaintiff challenging an AI system will need 
to determine who to examine: a representative 
of the company or group that designed the 
system (unlikely to be a single person); a 
person who obtained and manages the 
system’s data; the person who administers the 
system; the person who ran validation testing 
and audits; or a senior executive who may 
have some surface knowledge about all of 
them – if these people are still available to be 
discovered at all.  

It may be that the Rules of Civil Procedure are 
sufficiently adaptable to allow parties to 
navigate a AI dispute fairly. However, the 
novelty and complexity of AI systems suggests 
the need for extensive education for both 
counsel and judges. 

Early cases in Ontario and Canada will be 
significant for setting precedent. However, 
these precedents may be easy to distinguish, 
given the variety of AI systems and heavily 
contextual nature of government decisions. 

Over time, it may be advisable to amend the 
Rules to clarify or simplify AI litigation 
(establishing rules about productions or 
parties to examine, for example). These 
reforms could depend on how the caselaw 
develops, where issues arise, and whether they 
can be corrected or clarified with a Rule.  

Confidentiality and Sealing Orders 

Owners or users of AI systems may object to 
disclosure of source code or data they have 
spent time and resources developing. In the 
U.S., the defense of trade secrets is frequently 
raised in response to parties seeking disclosure 
about algorithms and AI systems.387  

The law of trade secrets is different in Canada, 
as there is no equivalent to the US Trade Secrets 
Act. Trade secret law in Canada is based on 
common-law principles and arises through 
common law torts, such as of breach of 
confidence or breach of fiduciary duties.388 In 
Canada, a party wishing to keep information 

about an AI system confidential would likely 
seek a confidentiality or sealing order. The LCO 
is not aware of a precedent in Canada where a 
party has sought or contested a sealing order 
relating to an AI system.  

The authority for a sealing order comes from 
the Ontario Courts of Justice Act389 and is an 
exception to the open court principle.390 The 
Court of Appeal for Ontario recently stated: 
“sealing orders and other kinds of orders that 
restrict public access to the court and court 
proceedings are very much the exception.”391 A 
party wishing to limit public access to 
corporate materials is not likely to produce 
documents on discovery without first 
obtaining a sealing order.  

The test for whether public access to a court 
file should be restricted is set out in the 
Supreme Court of Canada’s decision in Sierra 
Club of Canada v. Canada (Minister of 
Finance).392 A sealing order should only be 
granted when:  

(a) such an order is necessary in order to 
prevent a serious risk to an important 
interest, including a commercial 
interest in the context of litigation 
because reasonably alternative 
measures will not prevent the risk; and  

(b) the salutary effects of the 
confidentiality order, including the 
effects on the rights of civil litigants to a 
fair trial, outweigh its deleterious 
effects, including the effects on the 
right to free expression, which in this 
context includes the public interest in 
open and accessible court 
proceedings.393  

The LCO does not believe there is anything 
particular about AI systems would require a 
new approach to the law of sealing orders. 
Nevertheless, motions for confidentiality 
orders could lengthen cases and increase 
expenses, creating further access to justice 
challenges.  
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Crown Privilege and Crown Liability  

Parties wanting to challenge a Government of 
Ontario AI system may need to respond to 
defences based on Crown privilege or 
limitations to Crown liability.  

Many people within governments are concerned 
that too much AI system transparency raises the 
potential that malevolent actors will try to “game 
the system”.394 The validity of this concern is 
debatable and has been considered in-depth by 
legal scholars at NYU and McGill who have 
concluded that for many systems gaming the 
algorithm is not feasible and not a true 
concern.395 Nevertheless, in certain 
circumstances, the Crown may raise a “public 
interest” defense to deny disclosure of important 
elements of an AI system.396 

The recently enacted provincial Crown Liability 
and Proceedings Act, 2019, S.O. 2019 (CLPA) raises 
important questions about whether an 
individual might be barred from bringing a claim 
of negligence against the Government of 
Ontario for developing, implementing, 
deploying and relying on an AI system. The CLPA 
addresses Crown liability in negligence 
actions.397 Although issues of AI and tort liability 
are beyond the scope of this paper, the CLPA is 
mentioned here because it raises access to 
justice concerns.  

Section 11(5) of the new Act appears to broaden 
the areas of provincial government’s immunity 
by expanding the definition of “policy 
decision”398 to describe what have historically 
been understood to be operational decisions 
and actions.399 The wording of these sections 
suggest it is possible that parties will not be able 
to sue the provincial government for negligent 
government activity, which could potentially 
include systemic institutional wrongs. 

To date, courts in Ontario have shown a 
reluctance to interpret the legislation 
broadly.400 In Francis v. Ontario,401 the Ontario 
Court of Appeal said that adopting an 
expansive meaning of section 11(5) would 

“directly offend the purpose behind the 
statutes limiting Crown immunity.” Further, 
“[e]xempting all government actions from 
liability would result in intolerable 
outcomes.”402  

It is likely that a government decision to develop 
an AI system would be a policy decision and not 
subject to judicial scrutiny. A decision to 
outsource the creation and design of that system 
could also be a policy decision. The LCO 
suggests, however, that the deployment, use 
and maintenance of an AI system should likely 
be considered “operational” and thus not barred 
from negligence claims. Expanding the use of AI 
in government decision-making introduces new 
potential harms to individuals on a wide scale. It 
will be important to maintain the potential of 
tortious liability when experimenting with these 
new technologies. 

Evidence  

Evidentiary hurdles and complications could arise 
in cases where parties are disputing the use of an 
AI system. For a plaintiff who needs to prove on a 
balance of probabilities that the use of an AI 
system is in breach of a law, or a defendant trying 
to justify its use, extensive information about the 
system will likely be required.  

Even if all available information about the AI 
system is disclosed, some AI systems will still 
lack interpretability. As described by Professor 
Ashley Deeks: 

...because a machine learning 
system learns on its own and 
adjusts its parameters in ways its 
programmers do not specifically 
dictate, it often remains unclear 
precisely how the system reaches its 
predictions or recommendations. 
This is particularly true for “deep 
learning” systems that use “neural 
networks,” which are intended to 
replicate neural processes in the 
human brain.”403  
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As a result, the “black box” nature of AI systems 
and algorithms could create a highly 
burdensome and potentially impossible 
evidentiary threshold for a plaintiff to meet.  

When litigating an AI system – particularly 
anything more complex than a very basic 
algorithm - the proceedings risk becoming a 
battle of experts. Depending on the issue at 
hand, experts could be required to explain the 
source code of an AI system, the data the 
system relies on, the training method, the 
factors and their weighting, scoring, validation, 
efforts at correction for bias and 
discrimination, maintenance, and 
explainability of a particular system.  

Courts have long experience grappling with 
the challenges and complexities of expert 
witnesses. Concerns with expert evidence are 
well articulated.404 Courts have developed 
methods to address these concerns, including 
the Mohan test which lays out four criteria for 
admissibility of expert evidence: (i) relevance, 
(ii) necessity, (iii) the absence of any 
exclusionary rule, and (iv) that the witness was 
a properly qualified witness. Courts will also 
undertake a cost benefit analysis and experts 
are required to be independent, impartial and 
unbiased.405  

Admissibility and weight given to expert 
evidence is an important aspect of the justice 
system406 and an evolving area of law.407 AI 
litigation will be context specific and there are 
potentially many ways for triers-of-fact to 
evaluate an AI system. Moreover, the variation 
in AI systems and the fact they are constantly 
evolving could lead to novel science being 
introduced in each new proceeding, limiting 
their precedential value. In these 
circumstances, a key question will be whether 
the current law evaluating expert evidence is 
sufficient and effective when applied to AI 
litigation or whether gaps emerge that need to 
be addressed. This is an important question 

that should be examined as the use of 
government AI systems increase.  

A related issue in legal practice is the 
introduction of AI as evidence in the 
courtroom. There are many examples of this in 
the criminal justice system.408 The use of AI as 
evidence raises many questions including 
whether it should be judged by the standard 
of direct witness testimony, expert witness 
testimony, or measurement using established 
technology.409 Areas of particular challenge 
with introducing AI as evidence in a court 
room are relevance and authenticity.  

Taken together, the potential evidential 
challenges posed by government AI systems 
are significant. As described by Gerald Chan 
and Mable Lai: 

These novel technologies will 
demand a significant degree of 
upfront work and planning in order 
to use the resulting evidence to its 
full and proper potential, to 
challenge evidence with the 
appropriate vigor, and to flush out 
unreliable evidence where 
appropriate. The effective and even-
handed presentation of 
algorithmically generated evidence 
presents one of the most exciting 
substantive and practical 
challenges for criminal and civil 
litigations in the modern 
technological era.410  

As noted above, the LCO does not believe 
specific law reform measures are needed in the 
areas of civil procedure, confidentiality orders, 
Crown liability or the laws of evidence at the 
present time. In the short term, the issues 
identified in this section will be best served by 
implementing Recommendations 1-14 in this 
report. In the long-term, further reforms may 
be necessary to address the challenges 
addressed in this section. 
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Recommendation 17 

Ontario’s laws of evidence should be monitored to gauge whether the 

current law evaluating expert evidence is sufficient and effective when 

applied to AI litigation.

Recommendation 18 

The provincial government, judiciary, court administrators and 

provincial legal organizations should develop educational programs 

and materials for the judiciary, tribunal members, counsel and 

administrators.

Recommendation 16 

The provincial government should not be immune to tortious liability 

for government AI systems. The new provincial Crown Liability and 

Proceedings Act, 2019 should not be used to bar negligence claims 

against the provincial government for developing, implementing, 

deploying and relying on AI systems.

Recommendation 15 

Ontario’s Rules of Civil Procedure should be monitored. As the law develops, 

new AI-specific Rules of Civil Procedure should be considered.

Recommendation 19 

The development and use of AI in Ontario’s justice system should be 

monitored. The provincial government, judiciary, academics, NGOs, 

and legal organizations should consider establishing a working group 

or measures to analyze, monitor and report on the use of AI and 

algorithms in Ontario’s civil and administrative justice systems.

In addition to Recommendations 1-14 above, the LCO recommends:
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Appendix A 
Recommendations 

Trustworthy AI  
To support Trustworthy AI in Ontario, the LCO recommends: 

1. The provincial government should not deploy high-risk AI or automated decision-making 
technologies prior to adoption of its comprehensive Trustworthy AI Framework.  

2. The Trustworthy AI Framework should be established in legislation and regulations.  

3. The Trustworthy AI Framework should promote AI transparency, accountability, and public 
engagement in the development, operation, and evaluation of provincial AI systems.  

4. The provincial government should create an AI framework to specifically address AI systems 
that are developed, or used in, the criminal justice system, such as facial recognition, 
biometric identification, predictive policing and bail/sentencing risk assessments. 

5. The Trustworthy AI Framework should establish a framework for municipalities, provincial 
agencies, and courts and tribunals under provincial jurisdiction.  

6. The provincial government should commit to assisting municipalities and public agencies 
develop resources, tools, and standards to ensure Trustworthy AI in these organizations.  

7. The provincial government should develop public performance metrics to ensure the 
province is meeting the goals of Trustworthy AI.  

8. The provincial government should establish a multidisciplinary Trustworthy AI Expert 
Advisory Task Force and public consultation plan to advise provincial policymakers on how 
to fulfill the commitments and recommendations herein.  

9. The provincial government should continue to seek meaningful and multidisciplinary public 
input and participation in all phases of AI regulation development. 

AI Regulation  
To ensure government AI is properly regulated, the LCO recommends: 

10. The provincial government’s Trustworthy AI Framework should be established in 
legislation and regulations. The legislation should include, but not be limited to, 
provisions to ensure provincial AI, ADM and related systems are transparent, 
accountable, and legal. Legislation should also include provisions that promote 
access to justice, address bias/discrimination, and a requirement to mitigate harms.  
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The comprehensive regulatory regime should include:  

11. Baseline requirements for all public sector AI, ADM and related systems, 
irrespective of risk.  

           • Strong protections for AI and ADM transparency, including disclosure of both 
the existence of a system and a broad range of data, tools and processes used by 
the system. 

           • Mandatory “AI Registers”.  
           • Mandatory, detailed and transparent AI or algorithmic impact assessments, 

including the identification of prohibited and high-risk systems.  
           • Explicit compliance with the Charter, human rights legislation and 

administrative law. 
           • Explicit requirements to measure, correct and audit/monitor bias in AI systems. 
           • Data standards. 
           • Access to meaningful remedies.  
           • Mandatory auditing and evaluation requirements.  
           • Independent oversight of both individual systems and government use of AI, 

ADM and related systems generally.  

Human Rights and AI  
To ensure government AI systems comply with human rights requirements, the LCO recommends: 

12. The provincial government, Ontario Human Rights Commission, technologists, 
human rights experts, and community members work together to develop a 
provincial human rights strategy for Government of Ontario AI systems. This 
strategy should address the following issues: 

           • A made-in-Ontario AI Human Rights Impact Assessment 
           • Data standards 
           • Evidential standards in government AI systemic discrimination cases  
           • Guidelines or metrics to measure bias and discrimination in government AI 

systems 
           • Bias testing or auditing requirements 
           • Determining reasonable accommodation in government AI systems  
           • Reviewing remedy provisions in the Ontario Human Rights Code for sufficiency 

to address potential harms of government AI systems 
           • Access to justice challenges  
A key element of this strategy should be to develop guidance for policymakers to 
determine what AI systems or applications should be prohibited on human rights 
grounds. 
This strategy should require: 
           •That human rights experts and communities to be involved in the design, 

development and operationalization of government AI systems 
           •That human rights experts and communities to be meaningfully engaged 

throughout the lifecycle of a government AI system  
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Administrative Law  

To ensure government AI systems comply with administrative law requirements, the LCO recommends: 

13. The provincial government should develop and adopt an Ontario AI and ADM 
Directive to guide provincial decision-making and serve as template for other 
public organizations under provincial jurisdiction. Factors that the Directive could 
address include: 

           • What constitutes “notice” when an AI system is used by the provincial 
government, a municipality or provincial agency?  

           • Do impacted parties need to know only that an AI system was used in the 
process of the decision, or do they need more information about how the 
system works, such as what data it relied on, how the data was sorted and 
weighted, or whether a human was involved in the decision at a certain stage?  

           • Do parties need to participate in a decision made in part or in whole by an AI 
system? 

           • Do parties need to be consulted in the creation of a system?  
           • What type of “reasons” or “explainability” is required from a system? 
           • How to assess the “reasonableness” of a decision made or influenced by AI? 

What is the standard an AI system will be held to? 
           • Can an AI system be explained sufficiently in a way that impacted parties can 

understand the decision made against them and are meaningful appeal options 
possible?  

14. The provincial government, community legal clinics, members of the private bar, 
academics, the judiciary, tribunals, and technologists should come together to 
consider the following issues: 

           • How to determine the evidence required when assessing a government AI 
system?  

           • How to assess the “reasons” of a government AI system?  
           • How to assess the risk and impact of a decision made or aided by a government 

AI system? 
           • How to ensure a there is a “human-in-the-loop” while protecting against 

automation bias? 
           • Is a government AI system sufficiently understandable to meet the 

requirements of justification? 
           • Does AI “explainability” models provide transparent and intelligible 

understanding of how a specific outcome was reached?  
           • How can appeals from decisions of AI systems meaningful to the parties?  
           • Who is to be held to the standard of reasonableness?  
           • How can parties, courts and tribunals address challenges to government AI 

systems in a fair, efficient and cost-effective manner? 
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Civil Procedure, Evidence and Other Issues 
In addition to Recommendations 1-14 above, the LCO recommends: 

15. Ontario’s Rules of Civil Procedure should be monitored. As the law develops, new AI-
specific Rules of Civil Procedure should be considered.  

16. The provincial government should not be immune to tortious liability for 
government AI systems. The new provincial Crown Liability and Proceedings Act, 
2019 should not be used to bar negligence claims against the provincial 
government for developing, implementing, deploying and relying on AI systems.  

17. Ontario’s laws of evidence should be monitored to gauge whether the current law 
evaluating expert evidence is sufficient and effective when applied to AI litigation. 

18. The provincial government, judiciary, court administrators and provincial legal 
organizations should develop educational programs and materials for the judiciary, 
tribunal members, counsel and administrators. 

19. The development and use of AI in Ontario’s justice system should be monitored. 
The provincial government, judiciary, academics, NGOs, and legal organizations 
should consider establishing a working group or measures to analyze, monitor and 
report on the use of AI and algorithms in Ontario’s civil and administrative justice 
systems. 
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